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The Evolution of Empirical Methods in Accounting Research and the Growth of Quasi-Experiments

Abstract:

This paper reviews the empirical methods used in the accounting literature to draw causal inferences. Similar to other social science disciplines, recent years have seen a burgeoning growth in the use of methods that seek to provide as-if random variation in observational settings—i.e., “quasi-experiments.” We provide a synthesis of the major assumptions of these methods, discuss several practical considerations for such methods, and provide a framework for thinking about whether and when quasi-experimental and non-experimental methods are well-suited for drawing causal inferences. We caution against the idea that one should restrict attention to only those causal questions for which there are quasi-experiments. We encourage researchers seeking to answer causal questions to triangulate inferences across multiple methods, research designs, and settings.
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1. Introduction

1.1 Objective

We review the empirical archival literature in accounting. Unlike traditional literature reviews that focus on topical areas, our review focuses on empirical methodology. Specifically, we review the evolution of empirical methods accounting researchers use to draw causal inferences from archival data. From research seminars, to publications, to conference discussions and interactions, anecdotal evidence points to an increasing focus within the profession on improving and sharpening causal inferences. Our aim with this review is not to make normative statements about how accounting researchers should draw causal inferences, but rather to make positive statements about how accounting researchers are drawing causal inferences while highlighting the implementation challenges and tradeoffs associated with the current state-of-the-art.

The genesis of this review stems from philosophical and methodological questions we commonly receive from authors, reviewers, colleagues, and PhD students. Several of these questions, for instance, are perennial favorites at the Deloitte Doctoral Consortium. To list a few: Does my paper need to explicitly draw causal inferences? What if the evidence doesn’t support such statements, should I find another idea? What method do I need to use to draw causal inferences? Should I motivate my paper as being about this interesting setting, or as testing the underlying broader theory? Does that choice matter for my research design? Because these questions are often researcher- and setting-specific, there is no “one-size-fits-all” answer to any of these questions. As a result, this review does not seek to answer these questions per se, but rather seeks to provide a framework and discussion for how to think about these questions and weigh the tradeoffs from potential answers.
Notably, such a framework is not present in prior review papers on causal inferences in accounting (e.g., Gow et al., 2016), nor is such a framework present in common econometric textbooks. As anyone who has read an econometric textbook and then tried to work with data knows, rarely do the data comport with the assumptions and convenient linear representations commonly found in econometrics textbooks. Moreover, rarely do these textbooks discuss the philosophy of science surrounding causal inferences. If anything, a common criticism of econometric textbooks is that they give the impression that drawing causal inferences is straightforward—that one just needs to find a setting, argue the setting provides as-if random variation, and then estimate a canned statistical routine for a difference-in-difference estimator (see e.g., Hennessy and Strebulaev, 2020 for this criticism). This “textbook approach” ignores the importance of domain expertise and theory in drawing causal inferences and in generalizing inferences beyond the setting. As a consequence, there is a gap between the theory of causal inference (i.e., how researchers should draw causal inferences) and the practice of causal inference in the accounting literature (i.e., how researchers are drawing causal inferences). This literature review aims to highlight and span that gap.

1.2 Summary

The following provides a brief summary of our review and key takeaways from each section.

Section 2 surveys a comprehensive set of all empirical archival papers published in the Journal of Accounting and Economics, Journal of Accounting Research, and The Accounting Review since 2005.\(^1\) Our survey focuses on the methods these papers employ and whether the papers seek to explicitly draw causal inferences. Similar to Angrist and Pischke (2008), we define

---

\(^1\) Our survey explicitly excludes laboratory and field experiments.
as “quasi-experimental methods” methods that seek to use exogenous shocks and/or other stylized settings that are intended to provide as-if random variation in the explanatory variable of interest (e.g., difference-in-differences, instrumental variables, and regression discontinuity) and define all other methods as “non-experimental.” Although non-experimental methods can sometimes be used to approximate experiments in the absence of random assignment, the distinguishing feature of quasi-experimental methods is that they explicitly seek to emulate random assignment to facilitate causal inference (e.g., Angrist and Pischke, 2008).²

We report our survey results in Section 2.1 and provide commentary in Section 2.2. Over the past 15 years, our survey reveals a 4-5 fold increase in papers using quasi-experimental methods to draw causal inferences, that more than 75% of such papers use variations of the classic difference-in-differences design, and that 65% of papers using quasi-experimental methods to draw causal inferences study the effects of regulation. We make no judgments about whether the trends in the literature are “good” or “bad.” Instead, we discuss examples of how these trends manifest in recent research, and discuss these trends in the context of a Bayesian learning framework in which the necessary evidentiary standard to revise beliefs varies with the novelty of the theory being tested.

The survey makes clear that causal inferences are undoubtedly “en vogue,” and do not appear to be a passing fad. Given the clear and rising interest in causal inference and difference-and-differences designs, Section 3 discusses two key ingredients to causal inference—empirical methods and theoretical assumptions; Section 4 discusses practical implementation issues; and Section 5 offers a conceptual framework for evaluating the role of non-experimental methods (i.e., methods that do not seek to approximate an experiment) in facilitating causal inferences.

²“In most cases […] regression is used with observational data. Without the benefit of random assignment, regression estimates may or may not have a causal interpretation.” (Angrist and Pischke 2008, p. 22)
Section 3.1 begins by discussing how a simple ordinary least squares (OLS) regression can be used to draw causal inferences. As common econometric textbooks (e.g., Stock and Watson, 2003; Angrist and Pischke, 2008) discuss, if the OLS assumptions hold—e.g., no correlated omitted variables exist—then OLS can be used to draw causal inferences. In practice, however, researchers are often reluctant to assume away correlated omitted variables. We discuss three popular methods that accounting researchers tend to employ to deal with correlated omitted variables and discuss the strengths and weaknesses of each method: identification of specific omitted variables, fixed effects, and cross-sectional interactions.

After introducing the omitted variable threat, Section 3.2 covers the single most common method used for drawing causal inference in accounting research—difference-in-differences (DiD) designs. Our discussion of DiD designs links back to the econometrics of cross-sectional interaction designs and the omitted variable threat. Specifically, we discuss how a DiD design represents a specific case of the more general cross-sectional interaction design—whereby a variable partitions the data into two distinct subsamples, and panel regressions are estimated on each subsample, comparing coefficients across the two samples. We highlight that the parallel trends assumption is effectively equivalent to the “no correlated omitted variable assumption” in the cross-sectional interaction design. Our discussion emphasizes that the ability to draw causal inference stems not from the application of a particular econometric method, but rather from the validity of the theoretical assumptions of that method, which often hinge critically on the researcher’s institutional knowledge about the particular setting being studied.

Having discussed the methods commonly used to draw causal inferences, Section 3.3 discusses two important roles of theory in causal inference. Theory—whether it be informal

---

intuition or a formal economic model—is required to interpret correlations. All econometric methods estimate correlations. Some correlations have more meaning than others (see Vigen, 2015 for a compilation of purely spurious correlations). What grants correlations meaning is how we interpret them in light of theoretical assumptions. Without theory, the evidentiary value of bivariate correlations is no greater or less than the evidentiary value of correlations estimated from the most rigorous econometric method. Theory is what allows researchers to separate spurious inferences—i.e., those based on random correlations with no particular meaning—from causal inferences. The more precise the theory, the more meaningful the estimated correlations, and the more credible the resulting inferences.

We extend the analysis in Vigen (2015) to the accounting literature and use a simple exercise to illustrate the danger of an atheoretical approach to causal inference. We provide the reader with a dataset (and code) for over a dozen commonly used measures of earnings management (e.g., discretionary accruals and restatements) and voluntary disclosure (e.g., management forecasts and voluntary Forms 8-K). We then use a staggered adoption DiD design with $Firm$, $Industry \times State$, and $Industry \times Year$ fixed effects to document some interesting correlations. For example, we find that the adoption of state laws restricting workplace smoking, as well as state laws restricting access to firearms, are highly negatively correlated with voluntary disclosure.

We discuss how, despite using a seemingly state-of-the-art econometric method, without a corresponding theory, it is difficult to interpret these correlations in a causal manner, i.e., that smoking laws and gun laws “cause” management forecasts. Correlations—even when estimated

---

4 See Internet Appendix.
using state-of-the-art methods—are merely descriptive; they have no interpretable content without an underlying theory.

Second, theory is required to generalize inferences. The process of generalizability refers to extrapolating inferences learned from a single empirical test (or set of tests) to circumstances occurring out of sample—and ultimately to the underlying theory being tested. The ability to generalize one’s inferences beyond a stylized setting hinges critically on the strength of the paper’s theoretical foundation. If the theory is not compelling, then inferences are necessarily limited to the setting being studied. We discuss settings and circumstances where generalizability is (and is not) a concern.

We suggest that the importance of generalizability depends not on the method, or the setting, but on the specific research question being studied. For example, if one is interested in the causal effect of International Financial Reporting Standards (IFRS) on a particular outcome, then one need not worry about generalizing inferences beyond IFRS. However, if one is interested in testing a general theory of how information quality relates to corporate payout policy using IFRS as an exogenous shock, then generalizability beyond IFRS is a concern. In our discussion of these points, we draw on several examples in the literature that highlight how concerns about generalizability are a function of the research question and rely on the theoretical links between the empirical measures and the underlying theoretical constructs.

Having covered the conceptual underpinnings for causal inference, Section 4 turns to more practical issues and associated implementation challenges. Our literature survey reveals three core implementation challenges concerning causal inferences that researchers often face. We cover each of these in turn.
Section 4.1 highlights the distinction between an event that is exogenous and an event that provides as-if random assignment. Even though this distinction is critical for causal inference, and has recently attracted attention in finance (see Hennessey and Strebulaev, 2020), few papers in our survey make this distinction. Consider the definition of exogenous in the Oxford dictionary: “Having an external cause or origin. Often contrasted with endogenous: e.g., technological changes exogenous to the oil industry.” This definition makes clear that an exogenous event (or variable) refers to something that originates outside the system being studied. This speaks to the origin of the event, but not whether it provides as-if random variation of the sort necessary for causal inference, i.e., whether the event randomly distributes the quantity of interest among affected firms. In this regard, an event can be plausibly exogenous to the firm being studied (e.g., the introduction of an accounting standard) but fail to provide as-if random assignment to treatment and control groups—which is the requirement for causal inference.

We take two approaches to illustrating the importance of distinguishing between the concepts of exogeneity and as-if random variation. First, we discuss these concepts in the context of several settings studied in accounting research. In particular, the NYSE/NASDAQ board independence requirements and the California and Norwegian board gender diversity requirements. Although arguably exogenous, the effects of such regulations on the firm are—by design—a mechanical function of the firm’s previously endogenous choices, and therefore are not as-if random. Second, we discuss the concepts in the context of a theoretical economy in which a previously voluntary behavior is made mandatory. In this theoretical economy, the effect of the mandatory action, although plausibly exogenous, is explicitly conditional on choices that were previously voluntary, which can lead to biased estimates of the causal effect.
Second, in Section 4.2 we discuss common tests that are useful for assessing whether the parallel trends assumption of the DiD design holds. Although the parallel trends assumption is inherently untestable, diagnostic tests can provide useful insights on potential violations of the assumption. Indeed, it is becoming increasingly common for authors to present estimates of the “treatment effect” (i.e., the difference between treatment and control groups) graphically over time: several periods before and after the treatment was administered. Although these diagnostic tests are useful, given the reliance on graphical representations and the fact that different readers can interpret the same graph differently, there is often considerable subjectivity in whether a given graph does or does not support the parallel trends assumption. Consequently, these diagnostic tests are not a panacea—they are neither necessary nor sufficient for causal inferences.

Third, in Section 4.3 we discuss two tradeoffs associated with high-dimensional fixed effect designs common in the literature. One of the hallmarks of many of the difference-in-differences designs used in the literature is the inclusion of high-dimensional fixed effects (i.e., a large number of fixed effects). As discussed in Section 3.1, these methods are useful for helping rule out correlated omitted variables. However, these methods are not without tradeoffs. First, we show that when the source of the variation in a correlated omitted variable is within-group (rather than across groups), including group fixed effects can exacerbate omitted variable bias, potentially leading a researcher to falsely reject a true null hypothesis. Second, we show that including high-dimensional fixed effects can induce significant multicollinearity and increase the sensitivity of regression results to a handful of observations. Thus, we encourage researchers to explicitly motivate their choice of fixed effects and—given the potential for false positives and fragility—to assess the robustness of results to alternative fixed effect structures and the amount of variation in the independent variable absorbed by the fixed effects.
Having discussed the implementation challenges associated with quasi-experimental methods, Section 5 takes a step back and offers a conceptual framework for evaluating the role of non-experimental methods (i.e., methods that do not seek to approximate an experiment) in facilitating causal inferences. In particular, we ask three questions: (i) Does one need an experimental or quasi-experimental setting to address a causal question? (ii) How can non-experimental and quasi-experimental evidence be combined in the context of a single study to identify causal mechanisms? (iii) When quasi-experimental evidence seemingly conflicts with non-experimental evidence, should we prioritize the former over the latter?

We offer the view that there are some causal questions for which quasi-experiments are ill-suited. We adopt several stylized examples to illustrate how evidence from settings without as-if random variation can nonetheless be helpful for addressing causal questions. We discuss the advantages to combining quasi-experimental and non-experimental settings in the context of a single study, and highlight the issues that can arise from dismissing evidence from non-experimental settings—even those with pervasive endogeneity issues.

We offer concluding thoughts in Section 6. Our review of the accounting literature leads us to conclude that drawing reliable causal inferences is very challenging—and much more challenging than simply the choice of method. Reliable causal inferences require compelling economic theory, methods that make assumptions that comport with the institutional setting being studied, and a plethora of robustness tests to triangulate inferences across (often implicit) theoretical assumptions. Despite their best efforts, sometimes researchers cannot find a setting that approximates the experimental ideal and, in these cases, it is acceptable—even desirable—to provide evidence using non-experimental methods with appropriate caveats. We caution against
the idea that one should restrict attention to only those causal questions for which there are settings conducive to quasi-experimental methods.

2. Evolution of Empirical Methods

2.1. Survey of Empirical Papers

2.1.1 Survey Method

In order to identify trends in the evolution of empirical archival methods in the accounting literature, we build an inventory of all empirical studies published in the JAE, JAR, and TAR between 2005 and 2019. To detect empirical archival studies, we identify all papers that use any of the following keywords: {standard errors, t-statistic, p-value}. Next, we read the title and abstract of each of these studies and eliminate (i) field or laboratory experiments, (ii) review papers and discussions, (iii) methods papers (e.g., Larcker and Rusticus, 2010), and (iv) papers that exclusively use theoretical models. This leaves us with a sample of 1,417 empirical studies.

We next seek to identify all papers that use quasi-experimental methods and explicitly draw causal inferences from these methods. We define as “quasi-experimental methods” methods that seek to use exogenous shocks and/or other stylized settings that are intended to provide as-if random variation in the explanatory variable of interest (e.g., difference-in-differences, instrumental variables, and regression discontinuity). Although non-experimental methods (e.g., a panel regression used with observational data) can sometimes be used to approximate experiments in the absence of random assignment, the distinguishing feature of quasi-experimental methods is that they explicitly seek to emulate random assignment to facilitate causal inference (e.g., Angrist and Pischke, 2008).
To identify papers using quasi-experimental methods, we begin by flagging all studies that use any of the following keywords in their title, abstract, or body, but excluding footnotes, table captions, and references: \{causal, exogenous, natural experiment, quasi, shock\}. Within this set of studies, we use two approaches to identify papers using quasi-experimental methods. First, to minimize subjectivity and our own biases, we use an “automated approach” that classifies papers as quasi-experimental if they use at least two of the keywords \{exogenous, natural experiment, quasi, shock\}.\(^5\) Second, we use a “manual approach” to classify the study both using such methods and explicitly drawing causal inferences by reading the title, abstract, and the two sentences surrounding each keyword. Three authors read all the material independently, and in the event of disagreement, discussed the appropriate classification.

2.1.2 Survey Results

[INSERT FIGURE 1 HERE]

Figure 1 plots trends in the evolution of empirical methods in accounting research and shows a significant upward trend in the number of studies using quasi-experimental methods. This trend is common to all three accounting journals.\(^6\) Panel B reveals a noticeable rise in the percentage of papers published in JAR in 2015, followed by a similar rise at the JAE in 2018. The trend is also steadily increasing at TAR, although it appears somewhat muted relative to the other two journals.

[INSERT FIGURE 2 HERE]

---

\(^5\) We drop the keyword “causal” from this subset because of a significant proportion (66\%) of papers use the keyword in the context of a disclaimer about the inability to draw causal inferences (e.g., “we cannot draw causal inferences”).

\(^6\) We are agnostic about the extent to which these trends reflect authors’ preferences, reviewers’ preferences, and/or editors’ preferences.
Next, we identify the primary research design that was used in these papers. Figure 2 illustrates that the overwhelming majority of papers using quasi-experimental methods to draw causal inferences employ a differences-in-differences design, followed by instrumental variable designs, and regression discontinuity designs.

[INSERT FIGURE 3 HERE]

Finally, we also identify the primary research setting. Panel A of Figure 3 illustrates that the overwhelming majority of papers study regulatory settings, followed by economic shocks at the industry or country level (e.g., the financial crisis of 2008), court cases (e.g., Supreme Court decisions), index composition (e.g., Russell 2000), analyst brokerage closures and natural phenomena (e.g., changes in weather and death).

Given the predominant focus of the literature on regulatory settings, Panel B of Figure 3 presents statistics on the type of regulatory setting. 26% of papers studying regulatory settings examine accounting and/or auditing standards (e.g., IFRS, FASB, and PCAOB rules). 21% study disclosure standards promulgated by securities regulators (e.g., Regulation Fair Disclosure and Regulation SHO), 13% study state laws (e.g., universal demand laws and the Inevitable Disclosure Doctrine), 11% study tax laws, and 5% study the Sarbanes-Oxley Act of 2002.\(^7\)

\subsection*{2.1.3 Citation Analysis}

We next attempt to quantify the impact of papers in our survey. On the one hand, if papers employing quasi-experimental methods provide novel insights and ideas to a greater extent than papers using non-experimental (i.e., observational) methods, we would expect such papers to be more highly cited. On the other hand, if papers employing quasi-experimental methods are testing

---

\(^7\) We break SOX out into a separate category because of sheer volume of papers (5\%) and the multi-faceted aspect of the Act.
well-established ideas (e.g., proprietary costs reduce voluntary disclosure), rather than generating new ideas, we would expect such papers to be less highly cited.

To identify highly cited papers, we collect Clarivate Analytics’ Journal Citation Reports for each of the journals in our survey every year. These reports list the top 5 most highly cited papers published in that journal-year, hereafter referred to as “highly cited papers.” Figure 4 reports the percentage of highly cited papers using quasi-experimental methods. We also report the expected percentage of highly cited papers using quasi-experimental methods based on the earlier trends identified in the literature. For example, if 20% of empirical papers in 2014 use quasi-experimental methods, then we expect 20% of highly cited papers in 2014 to employ quasi-experimental methods (20% x 3 journals x 5 papers = 3).

[INSERT FIGURE 4 HERE]

On average, we find that papers using quasi-experimental methods represent 8% (13%) of the top five most highly cited papers using the automated (manual) approach to classifying papers, and that expected percentages are 19% (19%). Interestingly, we find that the proportion of highly cited papers that use quasi-experimental methods is less than the proportion of all empirical papers using quasi-experimental methods.

2.2 Commentary

In this section, we provide our thoughts on the meaning of these trends for the accounting literature. Figure 1 suggests an increased emphasis on causal inference in accounting using quasi-experimental methods. This emphasis is a natural and welcomed progression in the empirical accounting literature—to the extent that it helps researchers draw more credible inferences. As inferences become more credible, our priors solidify, which in turn raises the evidentiary standard necessary to realize an incremental contribution.
Consider a Bayesian learning framework in which readers’ priors are shaped by evidence (e.g., Glaeser and Guay, 2017; Christensen, 2019). If no evidence exists on a particular theory, then the reader has diffuse priors, and will heavily update prior beliefs when presented with new evidence. In contrast, if five decades of observational evidence on a particular theory exist (e.g., proprietary costs reduce voluntary disclosure), then the reader likely has well-defined priors, and will require very compelling evidence to update their beliefs—a much higher evidentiary standard. This framework—i.e., viewing a paper’s contribution as the extent to which the reader revises their prior beliefs—makes clear that the evidentiary standard for a particular paper differs depending on the novelty of the phenomenon being studied.

Figure 5 illustrates this tradeoff between the novelty of the theory being tested and the evidentiary standard needed to make an incremental contribution. Papers in the top-left quadrant tend to provide initial evidence on new theories, for which the evidentiary standard may not be particularly high. By their very nature, however, it is difficult to design powerful tests of novel, immature theories. As theory becomes better developed and fleshed out over time, more powerful tests can be developed. For example, Ball and Brown (1968) was the first paper to test whether accounting earnings incorporate value-relevant information, but it seems unlikely that the tests in Ball and Brown (1968) would meet the evidentiary standards of today’s mature literature. As the set of collective theories studied in the literature matures, we observe that the literature as a whole tends to shift from the top-left to the bottom-right quadrant of Figure 5, where papers tend to provide increasingly stronger evidence (e.g., causal inference).

---

8 We thank Ed deHaan for providing this figure.
Our assessment is that the majority of papers using quasi-experimental methods fall into the bottom-right quadrant, and that much of their contribution lies in the novelty or cleverness of the setting, rather than the novelty of the underlying conceptual research question. Indeed, several studies in our survey are explicit that their contribution is to use quasi-experimental methods to upgrade inferences from “association” to “causal.”

For example, consider Boland and Godsell (2020), which tests the political cost hypothesis of Watts and Zimmerman (1978) by relating discretionary accruals to political costs using local soldier fatalities as a source of as-if-random variation in the threat of political costs, and Huang et al. (2017), which tests the proprietary cost hypothesis of Verrecchia (1983) using U.S. import tariffs as an exogenous shock to proprietary costs. Because the political cost and proprietary cost hypotheses are mature theories that each span four decades, recent papers that examine these topics tend to couch their contribution primarily in the novelty of their settings—rather than the novelty of the underlying theory being tested.

We make no judgments about whether these trends in the literature are “good” or “bad,” or about the contributions of any specific paper, but rather seek to point out methodological trends in the literature and examples of how these trends manifest in recent research. To conclude this section, our survey suggests that the literature is gravitating from the upper-left to the bottom-right quadrant of Figure 5. It is useful to reflect on why this might be the case. Does this indicate that the field is “maturing”? Does this reflect a stagnation in the development of new theories? Does this reflect a lack of important, unaddressed research questions in accounting?

3. Quasi-Experiments and the Path toward Causal Inference

Other observers have noted this trend in the economics and finance literatures (Deaton, 2009; Heckman and Urzua, 2010; Bowen et al., 2017).
Our survey of the accounting literature reveals an increasing interest in drawing causal inferences using quasi-experimental methods. In this section, we discuss two key ingredients to causal inference: empirical methods and theoretical assumptions.

In Section 3.1, we begin by discussing the most common estimation technique in accounting: linear regression with panel data. We discuss the assumptions under which simple linear regression does and does not allow for causal inferences and the common methods researchers have used to alleviate concerns about violations of these assumptions, e.g., correlated omitted variables.

In Section 3.2, we discuss the most popular quasi-experimental method used to draw causal inferences: difference-in-differences. Our discussion makes transparent the similarity in assumptions between difference-in-differences designs and standard linear regression using panel data. Our discussion of these methods and their assumptions is intended as an overview, and to supplement—but not substitute for—material in standard econometric texts.

In Section 3.3, we discuss the critical importance of theory (whether it be informal intuition or a formal economic model) for drawing causal inferences. Specifically, we focus on two subtle, but important, roles of theory. First, all empirical methods estimate correlations, and it is the researcher’s assumptions that allow us to interpret these correlations in a causal manner. In the absence of theory, even the correlations estimated from quasi-experimental methods do not have any specific meaning. Second, theory is required to generalize from the researcher’s sample to a broader population of interest. In the absence of a compelling theory, there is no basis on which to generalize inferences beyond the specific setting being studied.

3.1 Linear Regression and the Omitted Variable Threat

---

10 Figure 2 indicates over 75% of accounting papers drawing causal inferences employ this design.
3.1.1 Brief Review of OLS Assumptions

A common feature of the vast majority of the papers from our survey is the use of linear regression (i.e., OLS) on panel data to estimate correlations. These regressions take the general form:

\[ y_{i,t} = \alpha + \beta x_{i,t} + \epsilon_{i,t} \]  

where \( i \) indexes cross-sectional units (typically a firm) and \( t \) indexes time-series data (typically a year or quarter). Henceforth, for expositional purposes, we assume that the cross-sectional unit is a firm and the time-series unit is a year. Many studies interpret estimates of \( \beta \) as the “correlation,” “association,” or “relation” between \( x \) and \( y \). As all common econometric textbooks point out (e.g., Stock and Watson, 2003; Angrist and Pischke, 2008), if the standard OLS assumptions hold, then OLS can be used to draw causal inferences, and \( \beta \) can be interpreted as a causal effect. The OLS assumptions are:

1. The conditional distribution of \( \epsilon_{i,t} \), given \( x_{i,t} \), has a mean of zero.
2. The pair \((x_{i,t}, y_{i,t})\) are independently and identically distributed across observations.
3. \( x_{i,t} \) and \( \epsilon_{i,t} \) have non-zero and finite fourth moments.

For researchers interested in drawing causal inferences, identifying settings and circumstances in which these assumptions hold is of paramount importance. In the interest of parsimony, we limit the scope of our discussion to assumption #1, which is violated when the regression omits a variable that is correlated with both \( x_i \) and \( y_i \). As Stock and Watson (2003) discuss, common concerns about “endogeneity” (e.g., a specific omitted variable, reverse causality, and simultaneity) can all be framed as various forms of correlated omitted variables.\(^{11}\)

Thus, convincingly dealing with omitted variable bias is of critical importance to empirical

---

\(^{11}\) See Barth and Clinch (2009) for a discussion of this point in the context of valuation models.
researchers interested in causal inference. As Angrist and Pischke (2008, p. 39) articulate, in the absence of omitted variable bias, regression coefficients can be interpreted in a causal manner, but “[t]he big question […] is what these variables are, or should be.”

3.1.2 Brief Review of Omitted Variable Bias

Before turning to the methods researchers use to rule out this bias, and the potential role of quasi-experimental methods in mitigating this bias, it is important to first understand the source and nature of the bias. Suppose that the true data generating process is given by the following equation:

\[ y_{i,t} = \alpha + \beta x_{i,t} + \phi z_{i,t} + \epsilon_{i,t} \]  

(2)

but that we estimate equation (1), which omits \( z_{i,t} \) from the regression. As a result, the expected coefficient on \( x_{i,t} \) is given by

\[ E[\hat{\beta}] = \beta + \frac{\phi \text{cov}(z_{i,t}, x_{i,t})}{\text{var}(x_{i,t})} \]  

(3)

where the latter term represents the omitted variable bias. This formula makes clear that, to bias the OLS estimator, the omitted variable \( z_{i,t} \) must vary with both the outcome variable \( y_{i,t} \) (i.e., \( \phi \neq 0 \)) and the independent variable of interest \( x_{i,t} \) (i.e., \( \text{cov}(z_{i,t}, x_{i,t}) \neq 0 \)). If either condition does not hold, there is no omitted variable bias.

3.1.3 Common Approaches to Ruling Out Omitted Variable Bias

Our survey reveals that studies in the accounting literature tend to take three common approaches to ruling out omitted variable bias: specific identification, fixed effects, and cross-sectional interactions. We discuss these approaches in turn.

3.1.3.1 Specific Identification

The first approach, which we refer to as “specific identification,” uses theory (whether it be informal intuition or a formal economic model) to develop plausible economic alternative
explanations for the phenomenon at hand and uses these alternative explanations to guide the search for and measurement of potential omitted correlated variables to include in the regression. For example, one might intuit that “corporate governance” is a potential omitted variable and include a noisy measure thereof in the regression (e.g., staggered boards). The benefit of this approach is that it explicitly identifies falsifiable alternative economic explanations that can enable the researcher to design more powerful tests to rule out these alternatives. The drawback of this approach is that the researcher may not consider an exhaustive set of alternatives (e.g., out of ten omitted correlated variables, the researcher only identifies two).

3.1.3.2 Fixed Effects

The second approach seeks to rule out omitted variables without identifying a specific correlated omitted variable. This approach recognizes the existence of unknown omitted variables that the researcher may not be able to specifically identify and seeks to rule out these omitted variables—collectively—without needing to individually identify them, or for that matter identify any economic alternative explanation for the phenomenon being studied. A common way of implementing this approach is to include a vector of fixed effects along a particular dimension that would absorb any known or unknown omitted variables that vary exclusively along that dimension. For example, suppose that the data generating process is given by equation (2), and the researcher estimates equation (1) after including a vector of firm fixed effects. The goal of this estimation is to use the fixed effects to absorb as much problematic variation in the unknown omitted variable $z_{i,t}$ as possible.

The key benefit of this approach is that it can remove significant problematic variation from omitted variables without the researcher needing to specify what those omitted variables are. When firm fixed effects are included, only omitted variables containing within-firm variation are
a threat. For example, if most of the variation in \( z_{i,t} \) comes from within-firm variation (as opposed to across firm variation), then firm fixed effects can exacerbate the omitted variable bias. The intuition for this result is that if within-firm variation in \( z_{i,t} \) is the source of the correlation with the omitted variable, then the inclusion of firm-fixed effects will isolate this variation (remove all other variation) which will amplify the correlation with the omitted variable. In this circumstance, the omitted variable bias when firm fixed effects are included exceeds the omitted variable bias when they are excluded (see Section 4.3 for more details).

### 3.1.3.3 Cross-Sectional Interactions

A third approach uses theory (whether it be informal intuition or a formal economic model) to identify a setting or subsample within the data in which the marginal effect of \( x_{i,t} \) is conjectured to be particularly pronounced, but in which the effect of the omitted correlated variable is conjectured to be similar. In this case, the researcher can estimate a “cross-sectional interaction” to effectively difference out the effect of the omitted variable. To develop this formally, consider the following two data generating processes for a sample partitioned based on the indicator variable \( D_{i,t} \):

\[
y_{i,t} = \alpha_A + \beta_A x_{i,t} + \varphi_A z_{i,t} + \epsilon_{i,t} \quad \text{where} \quad D_{i,t} = 1
\]

\[
y_{i,t} = \alpha_B + \beta_B x_{i,t} + \varphi_B z_{i,t} + \epsilon_{i,t} \quad \text{where} \quad D_{i,t} = 0
\]

(4)

For ease of exposition, suppose than when \( D_{i,t} = 0 \), \( x_{i,t} \) is unrelated to \( y_{i,t} \) (i.e., \( \beta_B = 0 \)). That is, the partitioning variable indicates a setting in which \( x_{i,t} \) has no causal effect on \( y_{i,t} \).

If one were to estimate a regression of \( y_{i,t} \) on \( x_{i,t} \) within each sample, the expected coefficients on \( x_{i,t} \) would be given by

\[
E[\hat{\beta}^A] = \beta^A + \frac{\varphi^A \text{cov}(z_{i,t}, x_{i,t} | D=1)}{\text{var}(x_{i,t} | D=1)}
\]

(5)

and
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\[ E[\hat{\beta}^B] = \beta^B + \frac{\varphi^B \text{cov}(z_{i,t}, x_{i,t} | D=0)}{\text{var}(x_{i,t} | D=0)}. \] (6)

By virtue of \( \beta^B = 0 \), the latter estimation simply reduces to the omitted variable bias:

\[ E[\hat{\beta}^B] = \frac{\varphi^B \text{cov}(z_{i,t}, x_{i,t} | D=0)}{\text{var}(x_{i,t} | D=0)}. \] (7)

In this regard, the subsample in which \( D_{i,t} = 0 \) can be viewed as a placebo. In truth, there is no effect of \( x_{i,t} \) on \( y_{i,t} \) when \( D_{i,t} = 0 \), so any estimated effect must be the result of the omitted variable bias. If we assume that the effect of bias does not vary with the sample partition, \( D_{i,t} \), then:

\[ \frac{\varphi^A \text{cov}(z, x | D=1)}{\text{var}(x | D=1)} = \frac{\varphi^B \text{cov}(z, x | D=0)}{\text{var}(x | D=0)} \] (8)

and we can difference out the effect of the omitted correlated variable by taking the difference in coefficients across the two sample partitions:

\[ E[\hat{\beta}^A] - E[\hat{\beta}^B] = \beta^A. \] (9)

The difference in the coefficients is an unbiased estimate of the causal effect when \( D_{i,t} = 1 \).

In practice, this methodology for mitigating omitted variable bias is typically implemented in one of two ways, either (i) estimating separate regressions in each sample partition and testing for differences in the estimated coefficients across the partitions, or (ii) stacking the sample partitions and estimating a fully interacted model:

\[ \hat{y}_{i,t} = \hat{\alpha}_1 + \hat{\alpha}_2 D_{i,t} + \hat{\beta}_1 x_{i,t} + \hat{\beta}_2 (D_{i,t} \times x_{i,t}). \] (10)

Here, the expected coefficient on the interaction term, \( E[\hat{\beta}_2] \), is equivalent to \( E[\hat{\beta}^A] - E[\hat{\beta}^B] \). Thus, under the maintained assumption that the marginal effect of the omitted variable does not vary with \( D_{i,t} \), the expected coefficient on the interaction term is free of any omitted variable bias. This illustrates why we often see authors write language similar to “to explain these results, an omitted correlated variable would not only need to be related to both \( x_{i,t} \) and \( y_{i,t} \), but this relation would also need to vary with \( D_{i,t} \)” (e.g., Guay et al, 2016).
There are two key takeaways from this section. First, each method makes different theoretical assumptions about the data generating process—a process that is, in truth, unknown. Because the data generating process is unknown, no one method of dealing with omitted variables is a panacea. Ex ante, without knowing the specific institutional setting or sample, it is impossible to say with any degree of certainty that one approach unambiguously dominates the others.

Second, researchers’ ability to draw causal inferences depends on the methodological assumptions they are willing to make, and often these assumptions are implicit. Fortunately, empirical methods are not mutually exclusive, and papers often employ all the methods described above to triangulate inferences across a variety of different tests. Finding consistent results across multiple approaches that each make different assumptions about the data generating process strengthens the credibility of the inferences obtained from any single approach.

3.2 Quasi-Experiments as a Potential Solution

The preceding section makes clear that, if the OLS assumptions hold, one can use OLS on panel data to estimate a causal effect. In practice, however, researchers are often unwilling to assume the absence of correlated omitted variables. Section 3.1.3 discusses three designs researchers commonly use to rule out such variables. Notably, the third approach—cross-sectional tests—seeks to identify a sample or setting in which the omitted variable bias is present but the underlying causal effect is less pronounced, and use this setting as a placebo. A similar approach increasingly used in contemporary accounting research is to seek a setting in which the underlying causal effect is present, but the omitted variable bias is absent.

The overarching objective of this approach—which we refer to as “quasi-experimental”—is to find a setting or sample that replicates the experimental ideal of “random assignment” in the variable of interest. Suppose we could conduct a laboratory experiment to randomly assign the
value of our variable of interest \( x_{i,t} \), to each unit of observation, i.e., each \( \{i,t\} \) pair. By virtue of random assignment of \( x_{i,t} \) values to each observation, by construction, there would be no correlated omitted variables. We could then regress our desired outcome variable of interest on the randomly assigned \( x_{i,t} \) value to recover the causal effect of \( x_{i,t} \) on \( y_{i,t} \).

For example, suppose we randomly assigned patients in our laboratory to treatment and control groups, and administer the treatment only to the patients in the treatment group. By virtue of random assignment (i.e., assuming there is no systematic difference between the treatment and control groups prior to administering the treatment), we would recover the causal effect of the treatment by simply measuring the difference in mean outcome between the treatment and control groups. This simple difference in means can be operationalized using an OLS regression of the outcome, \( y_{i,t} \), on an indicator variable for whether the observation belongs to the treatment group.

In practice, however, the experimental ideal of random assignment is rarely observed outside of a laboratory. The quasi-experimental approach is to find a setting—in nature—that approximates this experimental ideal, and generates “as-if” random assignment of the \( x_{i,t} \) to our units of observation. If we find such a setting, we can directly estimate the causal effect of \( x_{i,t} \) on our outcome of interest. The concern with this approach is that the observations may not quite be randomly assigned to treatment and control groups (e.g., the adoption of IFRS was not random). This is where the “quasi” portion of the term “quasi-experiment” comes in. In particular, we might want to check whether, in fact, in our chosen setting, observations are randomly assigned to treatment and control groups, and if not, control for the non-random aspect of the assignment.

To do so, the literature has embraced a method known as difference-in-differences (DiD). Technically, the DiD method is just an OLS regression estimated on panel data. The reason this technique gets its own name is because it implies a particular regression specification, rather than
a general form. However, it is important to point out that DiD estimators inherit all of the OLS assumptions. The reason DiD estimators do not make fewer assumptions than OLS is because DiD is implemented using OLS. There are many different flavors of DiD specifications. In each case, the idea is to use panel data to approximate an experiment in which observations are assigned to treatment and control groups, but also recognizing that the assignment may not be random in the strict sense of the term. We briefly cover three types of DiDs.

3.2.1 The Classic DiD

The first specification is the classic DiD:

$$y_{i,t} = \alpha_1 + \alpha_2 D_t + \beta_1 x_i + \beta_2 (D_t * x_i) + \varepsilon_{i,t}. \quad (11)$$

In this specification, $x_i$ is an indicator variable equal to one if firm $i$ was treated, and $D_t$ is an indicator equal to one if year $t$ occurred after the treatment. The key to the classic DiD design is that all observations receive treatment at the same point in time, and so the period after treatment, or “post-period,” is the same for all observations. This design can best be represented in the context of a two-by-two grid, where each cell represents a conditional expectation (or conditional mean) of $y_{i,t}$:

<table>
<thead>
<tr>
<th></th>
<th>$x_i = 0$</th>
<th>$x_i = 1$</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_t = 0$</td>
<td>Pre Control</td>
<td>Pre Treatment</td>
<td>$\beta_1$</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>$\alpha_1 + \beta_1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_t = 1$</td>
<td>Post Treatment</td>
<td>Post Treatment</td>
<td>$\beta_1 + \beta_2$</td>
</tr>
<tr>
<td>$\alpha_1 + \alpha_2$</td>
<td>$\alpha_1 + \alpha_2 + \beta_1 + \beta_2$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This diagram makes clear that $\beta_1$ captures the difference in the outcome between the two groups prior to the treatment. If the observations were truly randomly assigned to treatment and control groups (i.e., their assignment is not conditional on underlying characteristics of the observations), then this difference should be zero. In practice however, assignment is rarely random and it is not uncommon to observe a difference between the two groups in the pre-period.
Recognizing that differences between the two groups (may) exist in the pre-period—similar to the cross-sectional interactions described earlier—the pre-period sample is used as a placebo to de-bias and remove the differences in outcome that are attributable to non-random assignment. That is, the focus of the DiD design is not the difference between treatment and control groups (or the marginal effect of $x_i$) but rather how that difference changes after the treatment is administrated (i.e., the difference in the marginal effect of $x_i$). This is where the term “difference-in-differences” comes from: the focus is on the $\beta_2$ term.

At this point, the parallels between the DiD design and the cross-sectional interaction design should be apparent. In fact, the cross-sectional regression design discussed earlier is actually a generalization of the difference-in-differences design. To see this, note that the cross-sectional design did not specify the form of the variable of interest $x_{i,t}$ or the partitioning variable $D_{i,t}$. In contrast, the DiD design specifies: (1) that the partitioning variable $D_{i,t}$ is based on whether year $t$ occurs after a specific time threshold (e.g., post-2003), which is why one drops the $i$ subscript from $D_{i,t}$, and (2) replaces the general $x_{i,t}$ variable with an indicator for whether the firm was treated, i.e., it drops the $t$ subscript from $x_{i,t}$. In this regard, the DiD design is a specific type of cross-sectional interaction design: the coefficient of interest represents the difference in the marginal effect of $x_{i,t}$ between the two sample partitions.\(^\text{12}\)

Similar to the cross-sectional regression, the primary threat to causal inference in the DiD design is not an omitted variable that varies with $x_{i,t}$. Under the assumption that the effect of the omitted variable does not vary with the sample partition (i.e., does not vary with $D_t$), the difference

\(^{12}\text{Although the classic DiD is easiest to understand when all the independent variables are binary, there is also a generalization in which the treatment variable is continuous. Atanasov and Black (2016) refer to this method as “DiD-Continuous.” This makes the specification even closer to the general cross-sectional regression discussed above.}\)
between the treatment and control sample when $D_t = 0$ will capture the related omitted variable bias (i.e., $\beta_1$). Instead, as in the cross-sectional approach, the primary threat to inferences in the DiD design is a correlated omitted variable whose effect varies with $D_t$. Because in the DiD specification, the partitioning variable $D_t$ is based on units of time, this is known as the “parallel trends assumption.” In other words, to bias the DiD estimator, the correlated omitted variable must not only vary with treatment and control groups (i.e., with $x_{i,t}$), but its effect must also vary over time (i.e., with $D_t$). If its effect does not vary over time, then it will simply create a constant difference between treatment and control groups in each period, captured in $\beta_1$, and the time-series trends in the outcome variable between treatment and control groups will be parallel. See Roberts and Whited (2013) for more exposition on this point.

3.2.2 Extensions

We next briefly discuss the two most popular extensions of the classic DiD design in the accounting literature. The first extension is the “generalized” DiD design:

$$ y_{i,t} = \theta(D_t \ast x_i) + Firm_i + Year_t. \quad (12) $$

The distinguishing feature of this design, relative to the classic design, is that it includes both firm fixed effects ($Firm_i$) and year fixed effects ($Year_t$), which control for any fixed differences between the treatment and control groups (firm fixed effects absorb the Treated main effect) and control for any common time trends (year fixed effects absorb the $D_t$ main effect). See Hansen (2007) and Angrist and Pischke (2008) for details on this design.

The second extension is the “staggered adoption” DiD design:

$$ y_{i,t} = \theta(D_{i,t} \ast x_i) + Firm_i + Year_t. \quad (13) $$

The distinguishing feature of this design, relative to the generalized design, is that each firm (or $i$th unit) has its own value of $D_{i,t}$. That is, whereas previously $D_t$ took a common value for all
observations in a given year, now $D_{i,t}$ varies across firms. For example, in the classic and generalized designs, if the treatment was administered in 2003, $D_t = 1$ for all observations after 2003. In contrast, the staggered adoption design allows each unit to receive treatment at different points in time. For example, one observation might be treated in 2003. For this observation, $D_t = 1$ for all years after 2003. Another observation might be treated in 2010. For this observation, $D_t = 1$ for all years after 2010, hence the inclusion of the $i$-subscript, $D_{i,t}$. Conversely, if the firm is never treated, the value of $D_{i,t}$ is irrelevant, because $x = 0$. For this reason, we often see the design expressed parsimoniously without the interaction, as follows:

$$y_{i,t} = \theta(Adopt_{i,t}) + Firm_i + Year_t.$$  \hspace{1cm} (14)

where $Adopt_{i,t} = 0$ for both untreated observations and treated observations prior to the treatment. The commingling of these two groups in the $Adopt_{i,t} = 0$ group has recently been the topic of controversy. Goodman-Bacon (2021) points out circumstances under which this commingling can lead to bias. The Goodman-Bacon critique is relatively recent and, consequently, no paper in our survey applied these insights.\textsuperscript{13} This takes us to the cutting edge of methodological research in accounting. See Barrios (2021) for a recent paper discussing Goodman-Bacon in the context of accounting research and Baker et al. (2021) for applications in finance.

There are two key takeaways from this section. First, the classic DiD estimator is a particular implementation of the more general cross-sectional interaction approach discussed in Section 3.1.3. Both the cross-sectional interaction design and the DiD design share the same common estimation techniques and estimation assumptions. In both cases, the threat to causal

\textsuperscript{13} Baker et al. (2021, p. 2) describe the intuition for this bias as follows: “when treatment effects can evolve over time—staggered DiD estimates can obtain the opposite sign [as the true causal effect]. The intuition is that in the standard staggered DiD approach, already-treated units can act as effective controls, and changes in their outcomes over time are subtracted from the changes of later-treated units (the treated).”
inference is an omitted variable that is correlated with both the outcome, the independent variable of interest, and the partitioning variable, $D$. Thus, ex ante, without specifying a setting or sample, DiD designs are no more or less robust than cross-sectional interaction designs.

Second, the ability to draw meaningful causal inferences stems from the assumptions that the researcher is willing to make. For example, one might have a more compelling reason to believe that the assumptions underlying the cross-sectional approach hold if the partitioning variable is a unit of time (e.g., post 2007), rather than a firm characteristic (e.g., high analyst coverage). In this case, a DiD would be the appropriate method. Alternatively, one might have reason to believe that the assumptions hold if the partitioning variable is a firm characteristic (e.g., market competition) rather than a unit of time, in which case a cross-sectional approach is appropriate. So, rather than framing the debate about which methods do and do not allow for causal inference, the debate should be framed around whether the implicit assumptions embedded in a particular method are valid in a particular setting. Here, we emphasize that causal inferences are not driven by the method per se—or even the assumptions those methods make—but whether the assumptions comport with the particular setting the researcher is analyzing.

3.3 The Importance of Theory for Causal Inference

In this section, we discuss the importance of theory for drawing causal inferences. Throughout our discussion, we define theory according to The Oxford Dictionary: “a supposition or a system of ideas intended to explain something, especially one based on general principles independent of the thing to be explained” [emphasis added]. This definition makes clear that theory is more general than the inference one draws from any single empirical test (which is conditional on the choice of setting, sample, and methods), and makes clear that theory is much broader than formal analytical models.
3.3.1 The Importance of Theory for Interpreting Empirical Facts

A sound, well-defined theory is necessary to draw causal inferences from observational data. Theory provides a framework for making predictions and interpreting estimated correlations. In the absence of a theory, correlations do not carry any economic meaning. Correlations may have statistical meaning, in the sense that two variables might co-move, but interpreting that co-movement requires a theory. Indeed, Heckman (2005) suggests that the first two tasks that confront empirical researchers seeking to draw causal inferences are: (i) use theory to describe a hypothetical world, and (ii) identify the causal channel in that hypothetical world (see also Heckman and Vytlacil, 2007).

Our prior discussion illustrates that the methods used in our survey are all estimating correlations and it is our willingness to make particular underlying assumptions that allow us to interpret these correlations in a causal manner. For example, each of the methods discussed earlier assume there is no omitted variable that is correlated with both the dependent variable and the independent variable of interest. Theory tells us the extent to which we might be concerned about such a variable in a specific setting or a specific research design. For example, in a panel regression of firms’ illiquidity on analyst coverage, theory might tell us that “corporate governance” is an omitted variable. As a result, we might be skeptical of empirical relations that do not explicitly control for this variable. Theory might tell us that if we were to look at changes in analyst coverage around the September 11th terrorist attacks, then omitted variables related to corporate governance are less of a concern because such variables do not vary around the terrorist attacks (Kelly and Ljungvist, 2012).

Theory can also inform us about the endogenous nature of the theoretical constructs being studied. For example, theory might tell us that mandatory and voluntary disclosure decisions are
interdependent (e.g., Beyer et al., 2010; Heinle et al., 2020). As a consequence, a regression of voluntary disclosure characteristics on mandatory disclosure characteristics should not be interpreted in a causal manner, but rather as consistent with a theory in which managers who choose a particular type of mandatory disclosure also choose a particular type of voluntary disclosure. Whether researchers realize it or not, whenever they justify a research design choice—or suggest a specific setting provides as-if random variation in a particular outcome—they are implicitly invoking theory.

For example, when researchers measure systematic risk, they often employ estimates of $\beta$ from the Capital Asset Pricing Model—an empirical measure of systematic risk derived from formal theory; when researchers measure information asymmetry, they often employ estimates of Kyle’s $\lambda$ or the probability of informed trade (PIN)—empirical measures of information asymmetry between market participants derived from formal theory (Kyle, 1985). Theory provides the assumptions that guide how we interpret the relations in the data—for example, how we interpret the covariance between a firm’s returns and the market return.

The danger in ignoring theory when drawing inferences is that the researcher will be unable to separate spurious inferences—i.e., those based on random correlations with no particular meaning—from causal inferences. As a starting point to understanding the dangers of ignoring theory, it is important to understand that correlations by themselves do not reveal truth. Spurious correlations exist in the data. For example, Figure 6 shows a high correlation between (i) suicides by hanging, strangulation, and suffocation and U.S. spending on science; (ii) the annual number of people who drowned and number of films in which Nicolas Cage appeared; (iii) the age of the Miss America beauty pageant winner and the number of people murdered by hot liquid, and (iv) the number of doctorates in civil engineering and the consumption of mozzarella cheese.
Theory (i.e., intuition) tells us that these correlations are patently absurd, and thus we should exercise caution in interpreting them in a causal manner. We might be reluctant to believe the existence of a causal relation because we have no compelling theory that links, for example, Miss America’s age with murders by hot liquids. Alternatively, we might ignore the lack of underlying theoretical foundations and be skeptical because the data are bivariate correlations, and we might be willing to interpret these empirical facts in a causal manner only if they were the result of more sophisticated econometric techniques. However, spurious correlations are possible even with more sophisticated econometric techniques.

To illustrate this point, we extend the analysis in Vigen (2015) to accounting research and compile a dataset of over a dozen common measures of voluntary disclosure and earnings management (e.g., discretionary accrual models, restatements, Accounting and Auditing Enforcement Releases, management forecasts, voluntary Form 8-K filings, and press releases), and provide the code and data in the Internet Appendix. We encourage readers to explore this dataset.

Having compiled a set of outcome variables commonly used in accounting research, we then use a staggered adoption regression design that includes Firm, Industry x State, and Industry x Year fixed effects to correlate these data with various state-year level variables. Table 1 presents results and suggests that the adoption of state laws restricting workplace smoking, as well as state laws restricting access to firearms, are highly negatively correlated with voluntary disclosure (measured using the number of management earnings forecasts during the year). Do these results show that workplace smoking laws and gun waiting laws both cause reductions in voluntary disclosure? Given that the staggered adoption method employed in Table 1 is used by prior
research to draw causal inferences (including our own papers), it is useful to consider why we may or may not feel comfortable drawing causal inferences from these particular results.

[INSERT TABLE 1 HERE]

First, we have not advanced a theory about why these laws would be related to voluntary disclosure, nor have we advanced a theory about why management earnings forecasts are an appropriate measure of voluntary disclosure in this context. Instead, we have simply run a canned statistical routine and “let the data speak.” Without a compelling theory of why these laws might relate to voluntary disclosure, the correlations are simply empirical facts and uninterpretable in a causal manner. Importantly, our analysis does not preclude subsequent research from developing a theory that would allow us to interpret these correlations in a causal manner. This view recognizes the provisional nature of our knowledge—subsequent developments in the field may alter how we interpret facts provided previously.

Second, we might be tempted to suggest that we can draw causal inference from these results if the statistical significance remained after a series of additional robustness tests (e.g., parallel pre-trends). Suppose the coefficients are statistically significant after conducting these additional tests: would we then be comfortable interpreting the correlations as evidence of a causal relation? Even in this circumstance, we are aware of no theory that explains the empirical facts in Table 1, and thus are unable to interpret the facts in a causal manner. When seeking to draw causal inferences, no amount of econometrics can substitute for a lack of theoretical foundation, and we caution against viewing causal inferences as a purely empirical endeavor.

Importantly, the more precise the theory, the greater the potential for empirical identification. If the theory is imprecise, then we might not have an \emph{a priori} reason to expect that using management forecasts is any more (or less) appropriate than using Form 8-K filings, or firm-
initiated press releases as our measure of voluntary disclosure. Similarly, we might not have an *a priori* reason to expect that a specification based on *Firm, Industry x State*, and *Industry x Year* fixed effects is any more (or less) appropriate than a specification based on *Firm, Industry, State*, and *Year* fixed effects. When articulating a regression specification, we are implicitly invoking theory. For example, by including *Firm* fixed effects we are implicitly assuming that the omitted variable threat primarily varies across firms. If this assumption is incorrect, then the inclusion of these fixed effects is not harmless, and may in fact lead to bias in favor of rejecting a true null hypothesis (see Section 4.3). Thus, theory plays a critical role in informing the research design choices we should make, why we should make them, and how to interpret empirical correlations.

In addition, more precise theories (e.g., formal economic theories) allow for the development of multiple predictions and multiple alternative explanations, each of which can be tested, and each of which informs causal inferences. Consider two examples from recent literature whose theoretical underpinnings facilitated the interpretation of a causal inference. Ferri et al. (2018) find that enhanced compensation disclosures in the company’s proxy statement lead to stronger public reactions to earnings announcements. Theory provides an explanation for the link between these two disclosures. In another example, Fang et al. (2017) present evidence of an inverse U-shaped relation between intentional misstatements in a firm’s accounting reports and unintentional errors within the firm’s industry. In the absence of the formal theory offered in Fang et al., it is difficult to interpret an inverse U-shape in the data (see also Bertomeu et al. (2021), Samuels et al. (2021), and Kim et al. (2021) for papers using formal theory to motivate predictions regarding the shape of the data generating process and empirical tests thereof). As the precision of the underlying theory increases, researchers can better articulate (and test) predictions and rule out alternative explanations, which increases the credibility of the resulting inferences. Ultimately, the
process of drawing causal inferences is about ruling out alternative explanations (see Sections 3.1 and 5.2). Exploiting an empirical setting with random assignment is one approach for ruling out alternative explanations, but it is not the only approach.\textsuperscript{14}

An alternative view is that theory is not necessary to estimate causal effects. Proponents of this view point to laboratory experiments, field experiments, and standard “A/B” testing procedures with random assignment as settings where theory is not necessary for the estimation of causal effects. In other words, theory is not necessary in the presence of true random assignment. In these settings, if the experiment is well-specified, the researcher is inducing random variation, and observations are randomly assigned to treatment and control by construction. Consequently, there is no correlated omitted variable and the experiments are presumably replicable under identical conditions.\textsuperscript{15} We agree that settings where the researcher generates random variation are particularly promising in estimating causal effects and drawing causal inferences. To the extent that the literature is increasingly emphasizing the importance of random assignment, we would expect to see—and encourage—a renaissance in laboratory and field experiments in accounting research.\textsuperscript{16}

When considering this alternative view, it is important to keep in mind two points. First, there is a distinction between estimating a causal effect and identifying one or more causal mechanism(s) underlying the effect (e.g., Kahn and Whited, 2018). For example, it is possible to

\textsuperscript{14} In many academic disciplines, random assignment is not viewed as necessary for causal inferences. For example, based on compelling theory and empirical evidence that does not feature random assignment, the medical field has nonetheless concluded that smoking causes cancer.

\textsuperscript{15} To see why replicability is important to causal inference, consider Bem (2011). Published in a prominent psychology journal, Bem (2011) purports to show evidence of extra sensory perception using randomized control trials. Gelman and Loken (2014) point out that subsequent studies have failed to replicate the results under ostensibly identical conditions, and argue that the original results stem from ex post hypothesizing and “researcher degrees of freedom” in designing and interpreting the results (see also Simmons et al., 2011). See Hail et al. (2020) for a discussion of the “reproducibility problem” in accounting research.

\textsuperscript{16} Recent examples include Lawrence et al. (2018), Belnap (2020), Belnap et al. (2020), and Umar (2020).
design a laboratory experiment to assess whether consuming red meat causes cancer in rats without understanding the underlying physiological mechanism (Bertomeu et al., 2016). Thus, while this alternative view postulates that theory is not necessarily required to estimate a causal effect (i.e., to answer the question: what?), we argue that theory is unambiguously required to identify a causal mechanism in any setting (i.e., to answer the question: why?). See Section 5.2 for a detailed discussion of the distinction between estimation and identification.

Second, the nature of the data in common archival accounting settings is unlike those discussed above. Rarely do researchers have data with truly random assignment to treatment and control groups, and instead must rely on settings that provide as-if random assignment (see Figure 3). For example, all of the methods accounting researcher use to draw causal inferences invoke certain untestable assumptions—the validity of which rely on theory (whether it be formal math or institutional knowledge). In addition, a researcher is implicitly invoking theory whenever they articulate a preference for a particular regression specification or empirical measure of a theoretical construct. Consequently, as a practical matter, when using archival data, theory is required to estimate causal effects, and the more precise the theory the more credible the resulting causal inferences.

3.3.2 The Importance of Theory for Generalizable Inferences

Theory is also critical for generalizability. The process of generalizability refers to extrapolating inferences learned from a single empirical test (or set of tests) to circumstances occurring out of sample—and ultimately to the underlying theory being tested. On one hand, if the study has no theoretical foundation, then there is no basis on which to generalize inferences beyond

---

17 One example of a setting that is often claimed to provide random assignment to treatment and control groups is Reg SHO, which represents about 4% of papers in our survey. However, recent research (e.g., Litvak and Black, 2017) indicates that nuances in how the SEC implemented its program violate random assignment. This suggests that, even in this setting, researchers should exercise caution when drawing causal inferences.
the setting. On the other hand, if the empirical study closely follows and tests a general theory in a specific setting, we have good reason to believe that the inferences from that setting will generalize. Thus, the ability to generalize one’s inferences beyond a specific setting hinges critically on the strength of the paper’s theoretical foundation. If the theory is not compelling, then inferences are necessarily limited to the stylized setting.

Concerns about generalizability are particularly acute for studies examining stylized settings in which the setting itself is not of inherent interest, but rather is being used exclusively as a source of as-if random variation in a particular theoretical construct (Glaeser and Guay, 2017). However, when the setting itself is of inherent interest, inferences drawn from stylized settings can potentially make a valuable contribution, even when they cannot be generalized (Christensen, 2019). For example, it is unquestionably important to study the Great Depression, the 2007-2008 financial crisis, and specific accounting frauds (e.g., Enron) despite the fact that inferences from these settings are unlikely to generalize.

Also, if the objective of the research is not to extrapolate inferences to other settings, or to test a general theory, then generalizability is less of a concern. For example, many papers in our survey are concerned only with estimating the causal effect of one particular regulation—not testing a theory and not in generalizing inferences to other regulations or institutional settings. In our survey, 65% of papers drawing causal inferences do so in the context of changes in regulations (e.g., Figure 3). Changes in regulation are—by their very nature—not generalizable, as the effects of regulation depend on the institutional circumstances of the setting at hand.18 Nevertheless, by

---

18 See Christensen (2019, p. 1): “it is hard to find any regulatory setting from which results can easily be generalized to other settings.”
studying changes in regulation, empirical researchers can provide valuable evidence to the public that inform policy debates—even if the inferences do not generalize (Leuz, 2018).\footnote{For a recent example of research informing policy debate and the importance of generalizability (or lack thereof), see the debate over SOX 404(b) internal control audits in the context of the SEC’s Revisions to Accelerated Filer and Large Accelerated Filer Definitions (SEC Release 34-88365) and accompanying statement by Commissioner Jackson: https://www.sec.gov/news/public-statement/jackson-statement-proposed-amendments-accelerated-filer-definition.}

In this section, we use a series of examples to illustrate two points: (i) concerns about generalizability depend on the objective of the research, and (ii) in settings that are not of inherent interest to accounting researchers, the contributions of many papers often rest implicitly on the ability of researchers to generalize beyond the setting examined in the study.

In our first set of examples, we consider two studies that examine the effects of IFRS on corporate policies. The first study is Barth et al. (2012), entitled “Are IFRS-based and US GAAP-based Accounting Amounts Comparable?” This study examines whether the adoption of IFRS increases accounting comparability. As the title suggests, this paper is inherently interested in the effect of IFRS \textit{per se}, and thus concerns about generalizing results beyond IFRS adoption are minimal.

This contrasts with the second study, Hail et al. (2014), entitled “Dividend Payouts and Information Shocks.” As the title suggests, this study examines whether exogenous reductions in information asymmetry between managers and shareholders cause the firm to alter its payout policy. In this case, the study draws on a broad theory of agency conflicts between managers and shareholders and uses IFRS as one setting that provides exogenous variation in the construct of interest (i.e., information asymmetry). Hail et al. (2014) explicitly seek to generalize inferences from the IFRS setting to a general theory about information asymmetry. Consequently,
generalizability—i.e., the extent to which we learn about the general theory, as opposed to about IFRS per se—is a significant concern that this paper seeks to mitigate.

These examples illustrate that the extent to which generalizability is a concern depends on the objective of the study. In the case of the previous examples, however, the literature cares about the setting itself—IFRS—regardless of the ability to generalize. Thus, we might care about the contribution of Barth et al. (2012) and Hail et al. (2014) even if we do not believe the inferences generalize. This is not always the case, and there are many examples of settings that are unlikely to be of inherent interest. In such cases, generalizability is potentially the single-greatest concern with the study—the study must generalize beyond the setting to motivate its contribution to the accounting literature.

We provide three examples where the settings themselves are unlikely to be of inherent interest to accounting researchers and the contribution hinges on their ability to generalize.

**Soldier fatalities.** Soldier fatalities are unlikely to be of interest to accounting scholars unless they can be used as a measure of political costs (Boland and Godsell, 2020). If one cannot generalize from the empirical relation between soldier fatalities and discretionary accruals to the theoretical relation between political costs and managers’ financial reporting decisions, then the former is unlikely to be of interest to accounting scholars.

**Organ donations.** Organ donations are unlikely to be of interest to accounting scholars, unless they can be used as measures of social capital (Hasan et al., 2017). If one cannot generalize from the empirical relation between organ donations and tax avoidance to the theoretical relation between social capital and tax avoidance, then the former is unlikely to be of interest to accounting scholars.
Facial features. Individuals’ facial features are unlikely to be of interest to accounting scholars, unless they can be used as a measure of individuals’ trustworthiness or other inherent personal traits (e.g., Jia et al., 2014; He et al., 2019; Dikolli et al., 2020; Hsieh et al., 2020; Peng et al., 2021). If one cannot generalize empirical relations between facial features and accounting outcomes to theories of individuals’ personal traits, then the former are unlikely to be of interest to accounting scholars.

The contribution of each of these studies implicitly hinges on their ability to generalize inferences. As a consequence, the theoretical foundations linking each of the empirical measures with the underlying theoretical construct is critical. In contrast, because accounting researchers are inherently interested in IFRS, the contribution of papers examining IFRS as a setting (e.g., Barth et al., 2012) does not necessarily depend on their ability to generalize beyond the setting.

We take no stance on the appropriateness of the generalizability or contributions of any of these papers, but rather use these to illustrate the importance of theory in generalizing inferences. These examples illustrate that as the literature evolves toward using more highly stylized settings further removed from traditional accounting settings, generalizability and the importance of theoretical foundations that allow for generalizability becomes increasingly important.

If the literature is increasingly gravitating toward the use of stylized settings for the purposes of causal inferences, as our survey suggests, and generalizability is more important in such settings, as the above discussion suggests, then we would expect to observe increasing trends in the extent to which researchers generalize their inferences. Earlier in the literature, our survey reveals a tendency to title and motivate a paper based on the setting itself. For example, we find 18%-19% of empirical papers each year from 2005 to 2007 had the phrase “Evidence from” in their title. Between 2017 to 2019 this drops to 11%-12% of empirical papers per year. This decline
(from 19% to 12%) may seem small, but that it declined at all (rather than increased) is notable—the decline occurred during a period when papers drawing causal inference using quasi-experimental settings increased over 400%. The notion that there has been a pronounced increase in the number of papers using (often highly stylized) quasi-experimental settings to draw causal inferences, but a decrease in the number of papers motivating their analysis from the setting itself suggests an increasing emphasis on generalizable inferences, which underscores the increasing importance of theory.

We conclude this section with practical guidance on the appropriateness for generalizing inferences and techniques one can use to mitigate concerns about generalizability. In doing so, we make three points. First, other than a requisite strong theoretical foundation discussed above, there is no clear guidance in the literature regarding when it is (and when it is not) appropriate to generalize inferences from stylized settings. One reason for this is that generalization is often setting- and study-dependent, which precludes offering general advice on its appropriateness.

Second, our first comment notwithstanding, prior literature has used two techniques to address concerns about generalizability. The first technique is to explicitly admit that the findings likely do not generalize out of sample and to make the case that generalizability is less of a concern given the specific research question or setting of interest (e.g., Jagolinzer et al., 2020; Arif et al., 2021). The second technique is for the study to analyze multiple settings in the context of the same research question. For example, Kelly and Ljungqvist (2012) study the relation between analyst coverage and asset prices using multiple quasi-experiments; Hail et al. (2014) study the relation between information asymmetry and dividend payouts using multiple quasi-experiments; and Guay et al. (2016) study the relation between financial statement complexity and voluntary
disclosure using both standard panel data techniques estimated on the Compustat population and multiple quasi-experiments (see also Duguay et al., 2020; Samuels, 2021; Samuels et al. 2021).

Third, it is potentially a contribution to establish that a result from one particular setting in prior literature generalizes to multiple settings. Simply because a result exists in one particular setting or even exists in multiple settings in prior work (e.g., mandatory disclosure quality improves liquidity), does not imply that the result generalizes to all settings (e.g., a specific regulatory change). Establishing that inferences in prior research generalize to other settings is often an important contribution. This is both the beauty and the curse of studying highly stylized settings: institutionally, no two settings are the same—ex ante, one can neither generalize from them, nor generalize to them.

4. Implementation Issues Surrounding Quasi-Experiments in the Accounting Literature

Given the widespread use of quasi-experimental methods documented in Section 2, and the conceptual underpinnings of quasi-experimental methods and causal inference discussed in Section 3, in this section we discuss several practical issues and associated implementation challenges common to these methods. Our literature survey reveals three core implementation challenges concerning causal inferences that researchers often face. We cover each of these in turn.

Section 4.1 highlights the distinction between an event that is exogenous and an event that provides as-if random variation. Section 2 suggests many settings studied in accounting (e.g., regulation), although arguably exogenous, often entail non-random assignment to the treatment group, which imparts a selection bias in common DiD designs. We illustrate the importance of distinguishing between these two concepts in the context of several settings studied in accounting
research and in the context of a theoretical economy in which we can examine the potential bias imparted on popular econometric methods.

Section 4.2 reviews common diagnostic tests that are useful for assessing whether the parallel trends assumption of the DiD design holds. These diagnostic tests rely on the assumption that one can infer the unobserved counterfactual relations in the post-period from observed relations in the pre-period. This assumption is inherently untestable, and its validity hinges critically on the underlying theory and institutional details related to the specific setting being examined. Although parallel trends diagnostic evidence can provide useful information, we caution that parallel trends are neither necessary nor sufficient for causal inferences. We illustrate common diagnostics in the context of staggered adoption of workplace smoking laws introduced in Table 1.

Section 4.3 discusses two tradeoffs associated with high-dimensional fixed effect designs common in the literature. As discussed in Section 3.1, these designs can be particularly useful for helping rule out correlated omitted variables. However, these designs are not a panacea. First, we show that when the source of the variation in a correlated omitted variable is within-group, including group fixed effects can exacerbate omitted variable bias. Second, we show that including high-dimensional fixed effects can induce significant multicollinearity and increase the sensitivity of regression results to a handful of observations.

4.1 “Exogenous” vs. “As-if Random”

4.1.1 Concepts

In this section, we highlight the distinction between an event that is exogenous and an event that provides as-if random assignment. Although this distinction is critical for causal inference, and has recently attracted attention in finance (see Hennessey and Strebulaev, 2020), few papers
in our survey make this distinction. We adopt the definition of exogenous in the Oxford dictionary: “Having an external cause or origin. Often contrasted with endogenous: e.g., technological changes exogenous to the oil industry.” This definition makes clear that an exogenous event (or variable) refers to something that originates outside the system being studied. This speaks to the origin of the event, but not whether it provides as-if random variation necessary for causal inference, i.e., whether the event randomly distributes firms among affected and unaffected. In this regard, an event can be plausibly exogenous to the firm being studied (e.g., the introduction of an accounting standard) but fail to provide as-if random assignment to treatment and control groups—which is the requirement for causal inference.

Section 2 suggests that the vast majority (65%) of papers using quasi-experimental methods in accounting research study regulatory settings. One commonly studied circumstance in which there is a distinction between exogenous and as-if random, are settings of—presumably exogenous—regulatory intervention, which mandates the firm to take some action that is mechanically a function of the firm’s pre-existing endogenous choices. Prominent examples include the NYSE’s 2003 board independence standards (Armstrong et al., 2014), California’s 2018 board gender diversity standards (Greene et al., 2020), the NASDAQ’s recent board gender diversity rule, and the electronic filing of SEC forms (e.g., Samuels et al., 2021). In each case, the regulations directly affect only the subset of entities that endogenously chose not to undertake the action prior to the mandate.20 For example, California’s board gender diversity mandate only applies to firms that chose not to be gender-diverse before the mandate (e.g., firms without a single woman on the board as of 2019). This is particularly salient in light of current regulatory

---

20 We use the term “direct effects” to refer to the set of firms affected by the regulation, independent of any spillovers or externalities (i.e., “indirect effects”).
deliberations to mandate disclosure surrounding human capital and environmental, social, and corporate governance (ESG).

In these settings, the regulation itself could be plausibly exogenous to the actions of any single individual or firm (see e.g., Larcker et al., 2011). Nevertheless, the set of entities that is “treated” by the regulation is not as-if random and depends on the actions of the entity prior to the regulation (e.g., was the board previously gender diverse, did the firm voluntarily provide disclosure regarding human capital). This creates a classic selection problem because assignment to the treatment group depends on the entity’s endogenous choice not to undertake the action prior to the mandate. If the action provided net benefits, presumably the entity would have endogenously chosen to undertake the action in equilibrium. Consequently, the regulation only treats those entities for which the costs exceed the benefits in the voluntary regime, which creates selection bias in the assignment to treatment and control groups.

The implication of this selection problem—i.e., a lack of as-if random variation—is that the estimated causal effect will not represent an estimate of the average treatment effect (ATE), which is the expected causal effect on an observation selected at random from the population. Instead, the estimated effect will be the sum of the estimated average treatment effect on the treated (ATT), which is the expected causal effect only on those observations receiving treatment and a selection bias (Angrist and Pischke, 2008 p.14). This contrasts with random assignment, whereby estimates of the ATE and ATT are unbiased and equal to one another (e.g., Angrist and Pischke, 2008; Muller et al., 2014).

These concepts have important implications for how we interpret results from the literature. For example, consider the studies examining Norway’s 2006 requirement that firms have at least 40% female representation on the board. These standards only affected firms that did not
previously choose to have at least 40% female representation. Consequently, assignment to the
treatment group is not as-if random. Although the literature suggests that mandated diversity had
a negative effect on the value of the affected firms—those with non-diverse boards (e.g., Matsa
and Miller, 2013)—this effect cannot speak to the set of firms that chose to be diverse, and by
extension, cannot speak to the causal effect of diversity (on the average firm in the population, i.e.,
the ATE).

In this case, by studying the effect of the regulation, we can potentially learn about the
causal effect of the mandate on a subset of firms in the economy (assuming the selection bias is
minimized); but causal inferences are unique to the mandate and do not generalize to the causal
effect of diversity. This distinction is often not made in the papers appearing in our survey.\(^{21}\) For
example, there is a large literature studying the 2003 NYSE and NASDAQ rules that mandate
firms to have a board of at least 50% independent directors (e.g., Duchin et al., 2010; Armstrong
et al., 2014; Chen et al., 2015). Despite the fact that the treatment group is not as-if random by
construction, most of the papers in this literature draw an equivalence between the causal effect of
the mandate and the causal effect of board independence.\(^{22}\) For this reason, we think the literature
would likely benefit from being more explicit in the distinction between these two concepts. For
example, when studying regulation, we encourage the literature to limit inferences to the causal
effect of the regulation itself, as opposed to the underlying action being altered by the regulation.

\(4.1.2\) Numerical Example

\(^{21}\) An example of an exception is Guest (2021), which uses budget cuts to the Wall Street Journal as an exogenous
shock to media coverage but recognizes that such a shock does not provide as-if random variation in which
companies are covered by the Journal.

\(^{22}\) The 2003 NYSE/NASDAQ mandate requires listed firms to have greater than 50% independent directors. As a
result, the change in the percentage of independent directors required by the rule explicitly depends on the firm’s
pre-existing endogenous choice of board independence. Thus, in this case, neither the level, the change, nor the
required minimal change in independent directors is as-if random.
We illustrate the importance of these concepts in the context of a theoretical economy in which a previously voluntary behavior is made mandatory. In this theoretical economy, the effect of the mandatory disclosure (although plausibly exogenous) is explicitly conditional on choices that were previously voluntary. We then examine the potential bias imparted on popular econometric methods.

Our theoretical economy comprises 1,000 firms (indexed by $i$) in each of three periods (indexed by $t$). Cash flows in each period are given by $x_{i,t} \sim N(\mu, \sigma^2)$, i.i.d. In the second period, there is an innovation (e.g., the creation of IFRS, the creation of EDGAR, or performance-based vesting). As a result of the innovation, beginning in $t = 2$, firms can choose whether to take an action, which we represent as $z_{i,t} = \{0, 1\}$.

For 500 firms in the economy, we assume choosing $z = 1$ increases expected cash flows in that period by $c$ and choosing $z = 0$ has no effect on cash flows. We refer to these as Type A firms. For the remaining 500 firms in the economy, we assume choosing $z = 1$ decreases net cash flows in that period by $c$ and choosing $z = 0$ has no effect on cash flows. We refer to these as Type B firms. Thus, on average, if we randomly selected firms from the economy and compelled them to take the action (i.e., exogenously set $z = 1$ for a random sample of firms), in expectation, there would be no effect on cash flows. To see this, note that exogenously setting $z = 1$ would increase cash flow by $c$ for 50% of the economy (Type A firms), and decrease cash flow by $c$ for the remaining 50% of the economy (Type B firms). Consequently, the average treatment effect, ATE, is zero.

In our theoretical economy, firms can choose to take action $z$ beginning in period 2. We assume firms choose the action that maximizes expected cash flow in that period. As a result, Type
A firms choose to take the action, Type B firms do not take the action, and expected cash flows are given by:

<table>
<thead>
<tr>
<th></th>
<th>$t = 1$</th>
<th>$t = 2$</th>
<th>$t = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type A</td>
<td>$\mu$</td>
<td>$\mu + c$</td>
<td>$\mu + c$</td>
</tr>
<tr>
<td>Type B</td>
<td>$\mu$</td>
<td>$\mu$</td>
<td>$\mu$</td>
</tr>
</tbody>
</table>

Now suppose a regulator mandates all firms take the action in period $t = 3$ (e.g., mandatory board diversity, mandatory adoption of IFRS, or mandatory climate disclosure). Because Type A firms were already taking the action, only Type B firms are directly affected by the mandate. As a result, expected cash flows are now given by:

<table>
<thead>
<tr>
<th></th>
<th>$t = 1$</th>
<th>$t = 2$</th>
<th>$t = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type A</td>
<td>$\mu$</td>
<td>$\mu + c$</td>
<td>$\mu + c$</td>
</tr>
<tr>
<td>Type B</td>
<td>$\mu$</td>
<td>$\mu$</td>
<td>$\mu - c$</td>
</tr>
</tbody>
</table>

Consider the causal effect of action $z$ on cash flow. One option to estimate this effect would be to focus only on Type B firms, and estimate a simple pre-post design (i.e., compare differences in outcome for Type B firms before and after the mandate). Column 1 of Table 2 presents results from this design, and suggests the effect is negative. Columns 2 and 3 of Table 2 present results from estimating the classic and generalized difference-in-differences designs described in Section 3. Here again the results suggest the effect is negative.

[INSERT TABLE 2 HERE]

Now consider how these results map into the true causal effect of $z$. Consider the following two quantities. First, for the average firm in the economy, the (unobserved) causal effect of action $z$ on cash flow is zero (i.e., the ATE is zero by assumption). Second, the causal effect of the mandate on the treated group—Type B firms—is equal to $-c$ (e.g., column (1) of Table 2). As discussed in Section 4.1.1, the voluntary aspect of the action prior to the mandate introduces
selection bias. Treatment assignment is not as-if random: only those firms for which the action would have negative cash flow effects are directly affected by the mandate. Consequently, both difference-in-differences designs yield much larger, negative estimates than the simple pre/post difference, biasing in favor of finding a result (e.g., columns (2) and (3) in Table 2 report causal effects of –1.534).

This simple numerical example illustrates the distinction between an exogenous event and an event that provides as-if random assignment and shows how these concepts can affect inferences—namely, by allowing firms to select into (or out of) the treatment group. In a setting in which a regulatory or other exogenous shock makes a previously voluntary action mandatory, a difference-in-differences design can provide misleading estimates of the ATE. An exogenous event is not sufficient for causal inferences—one needs as-if random assignment to treatment and control groups in these settings.

4.2 Testing for Parallel Trends

As discussed in Section 3.2, the critical assumption in all DiD methods is the parallel trends assumption. This assumption effectively is equivalent to the “no correlated omitted variable assumption” in the cross-sectional interaction design. For example, consider the classic DiD regression specification discussed in Section 3.2.1:

\[ y_{i,t} = \alpha_1 + \alpha_2 D_t + \beta_1 x_i + \beta_2 (D_t \times x_i) + \epsilon_{i,t} \]  

(15)

The parallel trends assumption can be stated as \( \text{cov}(D_t \times x_i, \epsilon) = 0 \) (see, e.g., Roberts and Whited, 2013, p. 528). As a result, just as one cannot test for the existence (or absence) of correlated omitted variables, one cannot test the parallel trends assumption. The reason that this is named “the parallel trends” assumption rather than the “no correlated omitted variables” assumption is because \( D_t \) is a time-indexed variable for all observations after treatment, and consequently the omitted variable
would need to vary with $D_t$. One way that the omitted variable would vary with $D_t$ is if the treatment and control groups have different temporal trends in $y_{it}$, hence the label “parallel trends.” The DiD design assumes that trends in the outcome would be the same for the treatment and control groups in the absence of treatment. Note that this is inherently a counterfactual statement, and although we can test for different trends in the absence of treatment in the pre-period, we cannot test for differences in trends in the absence of treatment in the post-period.

[INSERT FIGURE 7 HERE]

Panel A of Figure 7 illustrates the parallel trends assumption of DiD designs. In particular, Panel A plots average values of the outcome $y$ over time separately for treatment and control groups. In this example, although there is a difference in outcomes between treatment and control groups, this difference is constant over time in the absence of treatment. Before treatment, this difference between treatment and control is observable, and is commonly referred to as “pre-trends.” In the post-period, however, this difference in the absence of treatment is assumed, as illustrated by the unobservable counterfactual in the figure. The intuition behind most diagnostic tests of the parallel trends assumption is the additional assumption that if pre-trends are not parallel then the unobserved post-trends are unlikely to be parallel either. Hence, diagnostic tests focus on assessing whether the pre-trends are in fact parallel. In Panel A of Figure 7, the pre-trends are parallel, and we might feel comfortable suggesting that the parallel trends assumption holds. In contrast, in Panel B of Figure 7, the pre-trends are not parallel, and we might be concerned that the parallel trends assumption does not hold.

Given the focus on the temporal differences between treatment and control, a popular alternative way to present these plots is to focus on the difference between treatment and control groups over time—see Figure 8, which plots the equivalence of Figure 7 in differences. Note
however that although the two presentations are equivalent for the purposes of assessing parallel pre-trends, there is a loss of information in Figure 8. Figure 8 does not inform us whether the treatment sample or the control sample drives the differences between the two groups over time.

To implement Figure 8 in a classic DiD regression design, we replace the indicator $D_t$ with separate indicators for each period in the time-series (i.e., period fixed effects) denoted by the vector $Year_t$:

$$y_{i,t} = \alpha_1 + \beta_1 x_i + \theta(Year_t \times x_i) + Year_t + \varepsilon_{i,t}. \quad (16)$$

Note that when estimating this, the researcher must exclude one of the periods from the fixed effects to serve as the benchmark period. $\beta_1$ measures the difference between treatment and control groups in the benchmark period, and the resulting $\theta$ coefficients represent the difference in outcome between the treatment and control groups in each period in excess of the benchmark $\beta_1$. For example, suppose treatment occurs in year 2000 and the benchmark period is 1999, then the $\theta$ coefficient for each year represents the difference between treatment and control groups in that particular year in excess of the difference between the two groups in 1999.

In estimating this diagnostic test, the researcher has at least two important degrees of freedom beyond the choice of regression specification. First, the researcher has discretion over the choice of benchmark period. In practice the results from our survey suggest the benchmark period is commonly the period immediately preceding the treatment event. Second, the researcher might wish to aggregate observations across multiple periods beyond particular calendar time thresholds. For example, if treatment occurs in the year 2000, the researcher may choose 1999 as the benchmark period, and calculate eight separate $\theta$ coefficients: (i) for all years before 1997, (ii) 1997, (iii) 1998, (iv) 1999 (which will be 0 by construction), (v) 2000, (vi) 2001, (vii) 2002, and
(viii) all years after 2002. Figure 9 illustrates how one might provide a visual representation of these coefficients and their confidence intervals.

[INSERT FIGURE 9 HERE]

Although we develop the intuition for these diagnostic tests in the context of a classic DiD design, the diagnostic tests can be applied to extensions of the DiD design discussed in Section 3.2. We now discuss how one would extend this test to the staggered DiD design in which the post-period is not aligned in calendar time. Our discussion follows Barrios (2021).

The first step is to restrict attention to only those entities—e.g., firms—that are treated at some point in the data (e.g., Christensen et al., 2016). For each observation, the researcher then calculates a “time to treatment” variable, which is the difference between the current period and the period in which treatment occurs. Rather than create and include time period indicator variables based on calendar time, the researcher creates and includes time period indicators based on event time based on the time to treatment variable—i.e., separate indicator variables for periods $t < -3$, $t = -3$, $t = -2$, $t = -1$, $t = 0$, $t = 1$, $t = 2$, and $t > 2$ relative to treatment (see Clarke and Schythe, (2020) for the equation). Here again, the researcher must specify a choice of benchmark period, and whether and how much to aggregate periods before or after treatment (e.g., $t < -3$, $t > 2$).

[INSERT FIGURE 10 HERE]

Figure 10 presents results from estimating this diagnostic test for the staggered adoption of workplace smoking laws presented in Section 3.3. Similar to Barrios (2021), we allow for a two-year anticipation of the law by setting period $t = -3$ as the benchmark period (i.e., year $t = 0$ is the year the law went into effect). As a result, the coefficient estimates compare the difference between treatment and control in the respective year, to that in $t = -3$. The evidence in Figure 10 suggests

---

Barrios (2021) provides a primer for how to implement this diagnostic test using the `eventdd` package in Stata.
that the pre-trends are parallel. However, we caution that this figure, and associated diagnostic tests, rely on a correctly specified regression model. If the regression model is misspecified, so too is the resulting diagnostic test.

In addition to assessing pre-trends, these graphical tests are useful to assess (i) how quickly the treatment effect begins to manifest after treatment (i.e., whether there is a delay or any anticipatory effect), and (ii) whether the treatment effect is persistent (i.e., rather than being specific to a given period). Thus, these tests can be a powerful tool to complement a DiD analysis.

Although these graphical diagnostic tests are useful, it is important to note that they are not a panacea. These tests rely on the assumption that one can infer the unobserved counterfactual relations in the post-period from observed relations in the pre-period. This assumption is inherently untestable, and its validity hinges critically on the underlying theory and institutional details related to the specific setting being examined. To wit, the parallel trends assumption can be violated even if the diagnostic tests suggests there are parallel pre-trends.

Further, given the reliance on visual representations, and the notion that different readers can interpret the same visual representation very differently, there is often considerable subjectivity in whether a given figure does or does not support parallel pre-trends. In this regard, we caution against placing too much weight on figures alone. Thus, although parallel trends diagnostic evidence can provide useful information, the evidence is neither necessary nor sufficient for causal inferences.

4.3 Common Fixed Effect Designs

One of the hallmarks of many of the difference-in-differences designs used in the literature is the inclusion of high-dimensional fixed effects (e.g., a large number of fixed effects).\textsuperscript{24} The

\textsuperscript{24} See the \texttt{reghdfe} package in Stata (Correia, 2017).
conventional wisdom on fixed effects is that they tend to remove variation and, as a result, tend to “bias against” finding a statistically significant result (i.e., a reduction in power). Indeed, as discussed in Section 3.1.3, a key benefit of this approach is that it can remove significant problematic variation from omitted variables without the researcher actually needing to specify the omitted variables. For example, deHaan (2020) discusses how group-level fixed effects can eliminate omitted variable bias when the omitted variable does not vary within the group. In such a circumstance, the inclusion of group fixed effects is helpful in alleviating concerns about omitted variable bias. However, these methods are not a panacea, and are not without tradeoffs. In Section 3.1.3, we discussed the potential advantages of fixed effects. In this section, we discuss two potential disadvantages.

4.3.1 Potential to Exacerbate Omitted Variable Bias

First, fixed effects only remove variation across groups, but not within-group variation. If within-group variation is the source of the correlation with the omitted variable, then the inclusion of group-fixed effects will isolate this variation (i.e., remove all other variation), which will amplify the correlation with the omitted variable and exacerbate omitted variable bias.\(^{25}\) Thus, an implicit assumption in fixed effect designs is that the data generating process for the correlated omitted variable does not entail significant within-group variation.

Although the notion that fixed effects can exacerbate omitted variable bias should not be controversial (e.g., Whited et al., 2021), the Appendix illustrates a simple data generating process—unknown to the researcher—in a setting in which the correlated omitted variable varies within group and not across groups. In this setting, the Appendix solves analytically for the omitted variable bias, shows that the omitted variable bias is larger when fixed effects are included, and

\(^{25}\) For example, Jennings et al. (2021) discuss a circumstance where there is within-firm, correlated measurement error in the variable of interest (state of corporate headquarters from Compustat).
shows that the bias is increasing in the percentage of variation in the independent variable absorbed by the fixed effects.

Without knowledge of the underlying data generating process, or a precise theory that suggests the source of the variation, it is difficult to know whether to include or exclude a particular set of fixed effects. Accordingly, given the potential for bias in favor of finding a result, it is useful to motivate the inclusion of fixed effects (rather than including them “by default”) and to assess the robustness of results to alternative fixed effect structures.

Consider what this might look like in practice. Table 3 repeats the analysis of Table 1, triangulating inferences across different fixed effect structures. Column (1) reports results from Table 1 that include Firm, Industry x State, and Industry x Year effects. Column (2) reports results for Firm, Industry, State, and Year. Column (3) removes the industry effect—firms rarely change industries and firm effects are included. Column (4) removes the firm effects. Because the underlying data generating process is unknown to the researcher, and we do not have strong theory to privilege one specification over another, the results from these additional tests are informative. In particular, the results in Table 3 suggests that we might be more skeptical of the results for gun laws (i.e., the results are not robust to alternative fixed effect structures), and more confident in the results for workplace smoking laws (i.e., the results are robust to alternative fixed effect structures).

In addition to reporting coefficient estimates, the bottom row of each panel in Table 3 reports the percentage of variation in the independent variable that is absorbed by the fixed effects (i.e., the adjusted-$R^2$ from a regression of the independent variable on the fixed effects). Panel A suggests the various fixed effect structures absorb about 50% of the variation in workplace smoking laws, whereas they absorb up to 90% of the variation in gun restrictions. Interestingly,
we find gun laws are statistically significant only in the setting where 90% of the variation is absorbed—meaning the coefficients are effectively estimated using a small fraction of the data. When a large amount of variation is absorbed, this can induce high levels of multicollinearity which we discuss below.

4.3.2 Potential to Increase Fragility of Results

When high dimensional fixed effects absorb an extremely high level of variation in the independent variable of interest (e.g., 99%), the remaining variation used to estimate the coefficient of interest may depend on only a small handful of observations—even when there are tens or hundreds of thousands of observations. As a result, the number of observations in the regression can provide a misleading sense of the amount of variation used to estimate the coefficient of interest (e.g., deHaan, 2021). It can also create a multicollinearity problem. In the extreme case, as the absorption rate increases to 100%, the independent variable of interest approaches an exact (linear) function of the fixed effects. The problems of multicollinearity are well-known and covered in standard econometric texts (e.g., Belsley et al., 1980): power is reduced and regression results are fragile, in that coefficient estimates can swing wildly (in either direction) based on small perturbations in the included variables and sample composition.

We illustrate this point using the data from Armstrong et al. (2019). Armstrong et al. (2019) estimate a regression of R&D expense (RiskInvest_{t+1}) on the CEO’s combined federal and state marginal tax rate (ManagerRate). Armstrong et al. (2019) report results from at least five different fixed effect specifications: (i) including Year fixed effects, (ii) including Year and State fixed effects, (iii) including Year, State, and Firm fixed effects, (iv) including Year, State, Firm, and Manager fixed effects, and (v) including Industry x Year, State, Firm, and Manager fixed effects.
The results of Armstrong et al. (2019) are summarized in Panel A of Table 4. Below each regression specification we report two statistics: (i) the percentage of variation in the independent variable that was absorbed by the fixed effects (i.e., the adjusted $R^2$ from a regression of the independent variable on the fixed effects) and (ii) the variance inflation factor (VIF) for the variable of interest, which is a commonly used diagnostic of multicollinearity.

[INSERT TABLE 4 HERE]

Because the independent variable of interest is the applicable marginal tax rate, it should not be surprising that these fixed effect structures absorb a significant amount of its variation. Column (5) reports that the combination of Industry x Year, State, Firm, and Manager fixed effects absorbs 99.2% of the variation in tax rates—meaning the coefficient of interest is estimated using on 0.8% of the variation in the independent variable. Given the extreme level of absorption, it should also not be surprising to see an elevated variance inflation factor. Column (5) shows that when Industry x Year, State, Firm, and Manager effects are included the VIF is 197.4, approximately twice that when only Year and State effects are included (column (2) VIF = 98.26), and 40 times that when only Year effects are included (column (1) VIF = 5.45). For reference, Belsley et al. (1980) suggest strong multicollinearity is present when the VIF is greater than 10.

As a result of the extreme levels of induced multicollinearity, we expect the regression results to be driven by the presence of only a handful of observations. Panel B of Table 4 repeats the tests in Panel A after removing ten observations from the sample of over 16,000 observations. We find that the specifications with extreme levels of absorption—and consequently high multicollinearity—are very fragile.26 After dropping ten observations, we find the coefficient on the variable of interest is markedly lower and statistically insignificant in four of the five

---

26 Armstrong et al. (2019) report results for specifications with and without fixed effects. Inferences from the former are unaffected by these issues.
specifications. This example illustrates how, in the presence of high-dimensional fixed effects, the number of observations in the sample can give a misleading sense of the amount of variation used to estimate the effect and can potentially increase the fragility of the regression to a small handful of observations. Our findings regarding extreme levels of absorption and frailty of results are not unique to the fixed effect specifications in Armstrong et al. (2019). As discussed above and shown in Table 5, similar extreme levels of absorption are present for gun laws, and Donelson et al. (2020) and Jennings et al. (2020) document similar sensitivities in the context of universal demand laws and state anti-compete laws, respectively.

[INSERT TABLE 5 HERE]

In sum, fixed effects can be a powerful tool for mitigating concerns about correlated omitted variables. However, like every research design choice, fixed effects are not without tradeoffs, and thus—like all control variables—should be explicitly motivated. Given the potential for bias and fragility, we encourage researchers to assess the robustness of results to alternative fixed effect structures and the amount of variation in the independent variable absorbed by the fixed effects (e.g., the adjusted R² from a regression of the independent variable on fixed effects).²⁷

One practical issue arises when researchers do not know the true data generating process, but find that the empirical results hinge critically on the choice of fixed effect specification—in the extreme the coefficient on the variable of interest can even flip sign between different fixed effect specifications. Here, we make two related points. First, the specification that confirms the researcher’s predictions is not necessarily the correct specification. Researchers should be aware of, and alert to the possibility of confirmation bias.²⁸ Second, sign flips and other sensitivities

²⁷ deHaan (2020) provides a post-estimate Stata command, `sumhdfe`, that report such statistics.
²⁸ Pre-registration of research design and specification eliminates this bias (e.g., Bloomfield et al., 2018).
should be something to be investigated—which may lead to novel predictions—rather than dismissed. We have suggested two common diagnostic tests—the variation inflation factor and the adjusted R² from a regression of the independent variable on fixed effects—for assessing whether a particular specification is problematic. Armed with these diagnostic tests, researchers should be able to better justify and assess their research design choices as it relates to fixed effects.

For those readers interested in a more detailed treatment of the various strengths and weaknesses of fixed effects see the following literature: (i) Greene (2004) and Arellano and Hahn (2007) discuss bias and consistency when fixed effects are included in probit and logit models; (ii) Angrist and Pischke (2008) discuss issues when both fixed effects and lag values of the dependent variable are included in the same model; (iii) Grieser and Hadlock (2019) discuss the strict exogeneity assumption of fixed effects; (iv) Jennings et al. (2020) discuss fixed effects in the context of measurement error; (v) deHaan (2020) discusses the interpretation of regression coefficients in the presence of fixed effects, and (vi) Whited et al. (2021) discuss fixed effects in the more general context of the “bad controls” problem discussed in Angrist and Pischke (2008).

5. Can Non-Experimental Evidence Facilitate Causal Inference?

Given the discussion of the strengths of quasi-experimental methods described in Section 3, and the implementation challenges described in Section 4, we next seek to understand whether and how non-experimental methods and research designs—i.e., methods and designs that do not purport to emulate random assignment (and that are potentially confounded by endogeneity)—can nevertheless facilitate causal inferences. In particular, we provide a conceptual framework for researchers to assess whether and when accounting settings without as-if random variation are

29 See Bianchi et al. (2021) for an example of a paper that is transparent with respect to results being sensitive to the inclusion of firm effects, and how they alter their interpretation of the evidence as a result, i.e., that the evidence is consistent with the mafia selecting certain types of firms.
useful in addressing causal questions. We offer the view that there are some causal questions for which quasi-experiments are impractical or ill-suited.

In Section 5.1, we ask the question: does one need an experimental or quasi-experimental setting to address a causal question? We begin by discussing how—in the absence of random assignment to treatment and control groups—non-experimental evidence is particularly important for addressing causal questions. We provide several examples in which non-experimental evidence provides insight on highly practical questions that are inherently causal, but where quasi-experiments are not feasible (e.g., we are unlikely to observe as-if random variation in the terms of CEO compensation contracts, yet we can learn a considerable amount from studying these contracts). We use the abduction framework from Heckman and Singer (2017) to compare and contrast non-experimental and quasi-experimental approaches to addressing causal questions.

In Section 5.2, we ask the question: how can non-experimental and quasi-experimental evidence be combined in the context of a single study to identify causal mechanisms? As noted in Heckman and Singer (2017), the two types of methodologies are not mutually exclusive and can be complementary, as evidenced by a growing number of studies use both experimental and non-experimental designs to triangulate inferences and provide evidence of causal mechanisms. We discuss how the combination of quasi-experimental and non-experimental evidence can be, and has been, used to identify causal mechanisms in the literature.

In Section 5.3, we build on the material from Section 5.2, and ask the question: when quasi-experimental evidence seemingly conflicts with non-experimental evidence, should we prioritize the former over the latter? We make the point that conflicting evidence is often an indicator that the phenomenon being studied is deeper and more complex than one might perceive and, thus, can often yield new insights. We provide an example from the literature in which dismissing a study
offering non-experimental evidence as suffering from endogeneity bias—in favor of a study offering conflicting quasi-experimental evidence—would provide inferences that are at best incomplete and, at worst, misleading. We caution against prioritizing papers that offer quasi-experimental evidence on a causal question over papers that offer non-experimental evidence—in the extreme, dismissing the latter when the two conflict.

5.1 A Role for Non-Experimental Evidence When Quasi-Experiments are not Practical

There are an infinite number of causal questions, but only a finite number of quasi-experimental settings. For many causal questions, a setting that mimics random assignment between the treatment and control groups is simply not available. Researchers are thus faced with a choice. On the one hand, researchers could restrict their attention to the set of questions for which as-if random assignment is available. This approach espouses the belief that—in the absence of the experimental or quasi-experimental ideal—the causal question is not worth addressing. Perhaps reflecting this, in the words of Angrist and Pischke (2008, p. 5): “research questions that cannot be answered by any experiment are FUQs: fundamentally unidentified questions” and associated attempts at causal inferences are “FUQ’d” (p. 7). From a philosophical perspective, there is merit to the approach of restricting consideration of questions to those that can be answered using experiments or quasi-experiments.30 Conceivably, it restricts attention to questions than can be answered with some de minimis, standard level of precision. The tradeoff is that this approach limits the literature to the scope of causal questions for which quasi-experimental settings are available. As a result, the literature may miss important opportunities for growth.

On the other hand, researchers could explore causal questions even if a setting that mimics random assignment is not available, and caveat inferences appropriately. Researchers taking this

---

30 This approach dominates much of the applied microeconomics literature.
approach might seek to provide evidence “consistent with” or “suggesting” causality, but that is not definitive. This approach recognizes both the provisional nature of our knowledge (i.e., the process of learning is an ongoing endeavor), in addition to the inherent limitations of non-experimental methods and data. The danger in this approach is that alternative explanations might be harder to rule out.

In this section, we illustrate when the latter approach might be appropriate. We discuss settings and circumstances in which non-experimental evidence and data—even data with clear endogeneity concerns—can nevertheless shed light on causal questions. This discussion reflects the view that no single study is definitive. This view takes the perspective that alternative explanations can be ruled out over time through a collection of studies on the topic, and that it is better to have a stream of imperfect papers on an important causal question for which a quasi-experiment is not available than to ignore such questions for lack of quasi-experimental evidence. We view this approach as consistent with the basic principles of the scientific process, as illustrated by Figure 11, which is agnostic with respect to research method.

[INSERT FIGURE 11 HERE]

Within the accounting literature, examples abound of highly practical and plausibly interesting causal questions for which a quasi-experimental setting is not available. Below, we consider two papers that illustrate the value of non-experimental evidence in answering causal questions. In each case, the evidence provides compelling insight on a causal question not available from a quasi-experiment. Note that the ability to draw causal inference is not binary (i.e., “yes causal inference,” or “no causal inference”), but rather a continuum that reflects the precision of the evidence on the causal question (i.e., from 0 to 0.999). Consequently, even if one cannot draw

---

31 This approach dominates much of the macroeconomics literature.
causal inferences with absolute certainty, one can still provide compelling evidence on causal questions.

Our first example is drawn from a classic paper in the executive compensation literature, for which no quasi-experiment with as-if random variation is available. Healy (1985) examines whether earnings-based bonus contracts incentivize managers to manipulate earnings. Note that the research question is inherently causal (e.g., the paper is entitled “The Effect of Bonus Scheme on Accounting Decisions”) and is very practical (e.g., responsible boards care about the incentive effects of bonus contracts). Healy (1985) finds evidence of a strong association between the reporting incentives of managers’ bonus contracts and accruals, and that significant changes in accounting procedures follow the adoption of earnings-based bonus plans. Healy is careful not to over-interpret the results and uses language to describe the evidence as “consistent with” (or “suggests”) a causal effect.

There are significant concerns about endogeneity in this setting: in equilibrium, a rational board would anticipate the manager’s response to an earnings-based bonus plan. Consequently, the decision to provide the bonus plan, its terms, and the accounting response are all endogenous and jointly determined in equilibrium. This endogeneity challenge notwithstanding, it is difficult to imagine how the literature on executive compensation contracts—and contracting more generally—would have progressed if it restricted itself to studying settings with as-if random variation in contract terms. Thus, although we recognize the benefits of quasi-experiments for estimating causal effects, because as-if random variation in contracts is not available (or at least incredibly rare), non-experimental evidence is particularly valuable for addressing causal questions in this literature and others. Indeed, despite endogeneity concerns, the theory and empirical evidence advanced in Healy (1985) is compelling, well-accepted, and has shaped the
development of subsequent literature on incentive compensation (e.g., Bloomfield et al., 2021; Bushman, 2021).

Our second example is drawn from the literature on tax avoidance, where the question itself is conditioned on understanding mechanisms readily present in the real world. Asay et al. (2021) examine how a particular tax avoidance strategy affects consumer behavior. This question is inherently causal: does tax avoidance cause consumer boycotts? Using a combination of survey evidence, UPC-level product sales, and Robinhood data, Asay et al. (2021) find no evidence of a retail response to tax avoidance.

As a practical thought experiment, suppose the CEO of Starbucks asks whether their latest tax avoidance strategy will generate a consumer boycott. What analysis would one conduct to answer this question? Perhaps the ideal experiment would be one in which researchers would induce random variation in tax avoidance in a sample of firms, track consumers’ learning of tax avoidance, and examine differences in their subsequent purchases. Alas, this is not feasible in practice. As an alternative experiment, one might randomly inform consumers about firms’ existing tax avoidance practices (e.g., by mailing the information to a randomly selected sample of consumers), and subsequently observe these consumers’ product purchase behavior. However, this would not be representative of how consumers become informed about firms’ tax avoidance behavior in the real world and would provide at best partial evidence to answer the CEO’s question.

As an alternative to experimental evidence, we might gather data on what happened in the past when the company or its peers applied aggressive tax avoidance strategies. Did media coverage change? Did product sales change? Perhaps we would even survey consumers about whether they knew about the firm’s tax avoidance and, if so, how they responded. In any of these cases, the evidence would not be premised on random or as-if random variation in tax avoidance.
The level of tax avoidance, media coverage, and consumer response are all endogenous choices of various agents.

Asay et al. (2021) adopt the latter approach and employ a variety of non-experimental methods to address their causal question; an approach often referred to as “identification through triangulation.” Even though Asay et al. (2021) do not have a quasi-experiment, by triangulating inferences across multiple non-experimental designs and settings, they provide particularly compelling causal evidence that the average consumer in their sample does not care about tax avoidance strategies when making their purchase decisions.

Heckman and Singer (2017) refer to the notion of identification through triangulation as the “abductive” model of learning, and discuss how this approach to causal inferences is not found in standard econometric textbooks:

The abductive model for learning from data follows more closely the methods of Sherlock Holmes than those of textbook econometrics. The Sherlock Holmes approach uses many different kinds of clues of varying trustworthiness, weights them, puts them together, and tells a plausible story of the ensemble. [...] The abductive approach to empirical economics advocates a process and a mindset. It privileges no source of data, style of research or mode of inference for learning about the economy provided the analyst produces useful knowledge that survives critical public scrutiny. It values factually-rich descriptions as major sources of knowledge. It favors using every piece of available information, despite varying trustworthiness of parts of it. However, it asks that analysts report, in a public way, how they weigh the diverse evidence. It encourages readers of such studies to form their own opinions and justify their own weights. It recognizes the provisional nature of knowledge...the abductive mode of thought challenges the currently influential framework of the “identification problem,” which underlies both treatment effect and structural approaches. (p. 298-299)

This model of learning from data approaches causal inferences through triangulation—recognizing the strengths and weaknesses of each method, the value of multiple research designs, measures, and tests, and the transparent reporting thereof. This view recognizes that the researcher does not know the true underlying data generating process, and therefore cannot unambiguously know the correct test specification. Therefore, it prioritizes looking for patterns across multiple research
methodologies, datasets, test specifications, and measures—rather than placing all evidentiary weight on a singular methodology or test specification.

Figure 12 seeks to graphically illustrate the distinction between what Heckman and Singer (2017) refer to as the “abductive” and “treatment effects” approaches to causal inferences. Panel A illustrates the abductive approach, in which the researcher is interested in the causal relation between X and Y, and articulates alternative explanations represented by Z₁, Z₂, and Z₃. Note that these alternatives could be statistical (e.g., measurement error) or economic (e.g., an alternative theoretical mechanism). The researcher’s task is to conduct a set of tests that seek to rule out these explanations. This lends itself to the “specific identification” approach to omitted variables described in Section 3.1.3. To quote Sherlock Holmes, “when you have eliminated the impossible, whatever remains, however improbable, must be the truth” (Doyle, 1890, The Sign of the Four p. 111).³²

Panel B illustrates the treatment effects approach to causal inferences, in which the researcher is interested in a causal relation between X and Y, and seeks to identify a setting, or quasi-experiment with as-if random variation in X. To the extent the researcher is successful, there are no conceivable alternative explanations (i.e., Z₁, Z₂, and Z₃ are not alternative explanations for the relation between X and Y). Note that this approach does not require the researcher to specify alternative explanations, but rather emphasizes the as-if random variation provided by the setting. In theory, both approaches are equally valid for providing causal inference. In practice, which approach is valid depends on (i) the availability of quasi-experiments, (ii) the richness of the underlying theory for specifying alternatives, and (iii) the precision with which the researcher can

³² The Stanford Encyclopedia of Philosophy refers to this notion as “inference to the best explanation” (Douven, 2021, p. 1).
rule them out. If the alternatives cannot be specified or credibly ruled out, then—subject to an
available quasi-experiment—the treatment effects approach may be the most appropriate.

Of course, triangulation and quasi-experimental designs are not mutually exclusive. Table
5 illustrates what the notion of triangulation might look like in the context of a quasi-experiment.
Table 5 presents results from repeating the tests in Table 1 regarding the staggered adoption of
workplace smoking laws and gun restrictions but using two alternative measures of voluntary
disclosure common in the literature—firm-initiated press releases and Forms 8-K (e.g., Guay et
el., 2016; He and Plumlee, 2020). Table 5 suggests the correlations regarding workplace smoking
laws and gun restrictions in Table 1 are sensitive to the measure of voluntary disclosure. We find
no evidence of a relation between the laws and these two alternative measures of voluntary
disclosure. Thus, because we have no a priori reason to prioritize one measure of voluntary
disclosure over another, one might be skeptical of interpreting the results in Table 1 as indicative
of a causal effect of these state laws on voluntary disclosure.

5.2 Combining Quasi-Experimental and Non-Experimental Evidence to Identify Causal
Mechanisms

In this section, we discuss how the combination of quasi-experimental and non-experimental evidence can be, and has been, used to identify causal mechanisms in the literature.
We follow Kahn and Whited (2018) and draw a distinction between “estimation” and
“identification” in the context of causal inference. This distinction is important, because estimation
of a causal effect is a statistical process entailing as-if random variation, whereas identification
involves drawing inferences about the source of the underlying causal effect.33 Successful

---

33 Kahn and Whited (2018) recognize that many studies commingle estimation and identification: “It is easy to
confuse identification with the establishment of causality through exogenous variation. In fact, Angrist and Pischke
(2008) present the issue of identification entirely as a search for an approximation to an ideal experiment” (p. 3).
estimation answers the question: *what* is the effect? Successful identification answers the question: *why* is the effect? We illustrate this distinction in Figure 13, which shows a causal diagram linking two constructs, X and Y. In this diagram, X causally affects Y through A and B, which are both unobservable. Using (as-if) random variation in X, it is possible to empirically *estimate* the causal effect of X on Y (i.e., *what* is the effect), without *identifying* the underlying mechanisms, A and B, that produce the effect (i.e., *why* is the effect).

[HYPOTHETICALLY, IF ONE WERE INTERESTED NOT JUST IN ESTIMATING THE CAUSAL EFFECT OF X ON Y, BUT ALSO IN UNDERSTANDING WHY X CAUSES Y (I.E., IDENTIFICATION OF THE CAUSAL MECHANISM), ONE WOULD ALSO NEED RANDOM VARIATION IN THE INTERMEDIATE CONSTRUCTS ALONG THE CAUSAL CHAIN. THAT IS, ONE WOULD NEED RANDOM VARIATION IN X TO ESTIMATE ITS EFFECT ON A AND B, AND RANDOM VARIATION IN A AND B TO ESTIMATE THEIR EFFECT ON Y. MOREOVER, TO RULE OUT THAT THERE IS NO DIRECT EFFECT OF X ON Y (INDEPENDENT OF A AND B), ONE WOULD NEED TO SHOW THAT THE CAUSAL EFFECT OF X ON Y DOES NOT EXIST AFTER CONTROLLING FOR A AND B. THIS SET OF TESTS WOULD IDENTIFY THE ENTIRE CAUSAL CHAIN BETWEEN X AND Y.

GIVEN THE DIFFICULTY IN FINDING AS-IF RANDOM VARIATION IN ONE OF THE THEORETICAL CONSTRUCTS—LET ALONE ALL THREE OF THEM—and the difficulty in developing sufficient theory to specify the entire causal chain, the task of successfully identifying the causal mechanism(s) underlying the causal effect of X on Y is extremely challenging—especially in the context of a single study. Although one view of this example is that it is complex, and involves multiple forces and channels, it is likely a vast oversimplification of the complex forces at work in capital markets and corporate decisions.
In the absence of as-if random variation in every link in the causal chain, one can potentially combine the non-experimental methods with quasi-experimental methods in an effort to triangulate inferences—to estimate the causal effect, while providing evidence consistent with (but not definitive of) a particular channel. Below, we illustrate how non-experimental evidence—even from data with pervasive endogeneity issues—can be combined with quasi-experimental evidence to facilitate identification and discuss how this combination is implemented in practice.

Consider how a researcher might proceed to test for a particular causal channel in the diagram indicated by Figure 13 in the absence of as-if random variation in every link in the causal chain. Suppose the researcher finds a setting with random variation in X to estimate the causal effect of X on Y. The researcher conjectures that the underlying mechanism operates through A, yet A is unobserved. To test the causal channel, the researcher could estimate the causal effect of X on Y in a setting in which theory suggests X does not affect A and compare it to the estimated causal effect in a setting where theory suggests X does affect A. The researcher could then compare the estimated causal effects across these two settings. This amounts to a cross-sectional test, or a triple differences design (DiDiD), and allows for what is known as “heterogenous treatment effects”—the notion that the causal effect of X on Y varies with characteristics of the underlying observations. Evidence that the causal effect of X on Y varies in the predicted manner can provide compelling evidence of the causal mechanism. This methodology effectively combines the cross-sectional interaction design and the DiD method described in Section 3.

In practice, if the variable used to partition the sample and estimate cross-sectional differences in causal effects is itself endogenous, then the tests are inherently a departure from the experimental ideal (e.g., it is well known that partitioning by, or interacting with, an endogenous variable introduces bias; e.g., Wooldridge, 2000). Nevertheless, despite the endogenous nature of
the partitioning variable, the tests can conceptually facilitate identification of the causal mechanism—and are commonly used in the literature. We briefly discuss two seminal studies that partition the sample on endogenous variables to provide evidence on causal mechanisms.

In our first example, Balakrishnan et al. (2014) examine whether managers seek to offset an exogenous reduction in liquidity following analyst brokerage closures by increasing voluntary disclosure and, if so, whether these efforts lead to a recovery in liquidity. In the study’s theoretical framework, voluntary disclosure and liquidity are explicitly endogenous: there is a drop in liquidity because of an exogenous event (brokerage closure), and managers choose to issue disclosures to provide more information and offset the anticipated drop in liquidity. Recognizing that the voluntary disclosure decision is endogenous, Balakrishnan et al. (2014) estimate the causal effect of the brokerage closure on liquidity separately in the sample of firms that did provide voluntary disclosure, and the sample of firms that did not provide voluntary disclosure. For the firms that did (did not) provide voluntary disclosure, the study finds that the negative effect of the brokerage closure on liquidity reverses (persists) in the subsequent quarter. Note that the partitioning variable in this example—the choice of voluntary disclosure—is not as-if random, and is endogenous to liquidity. Nonetheless, the test provides compelling evidence on the causal mechanism of the paper’s central research question.

In our second example, Christensen et al. (2016) estimate the causal effect of changes in European Union securities regulations on liquidity using variation in the countries’ adoption dates of the securities regulation. The study finds significant increases in liquidity following countries’ adoption of the regulation, and conjectures that the effect of the regulation depends on “endogenous prior conditions” (i.e., existing country-level attributes). They consider two alternative hypotheses: (i) the effect of new securities regulations is larger in countries where
existing securities regulations are weak; and (ii) the same institutional, market, and political forces that limit the effectiveness of existing securities regulations also limit the effectiveness of new securities regulations. The study finds evidence of the latter: the causal effect of new securities regulations is weaker in countries that already have weak securities regulations. Similar to Balakrishnan et al. (2014), the variable(s) used to partition the sample and estimate heterogeneous treatment effects are proxies for the countries’ existing conditions and therefore are endogenous. This endogeneity notwithstanding, the tests provide compelling evidence on the underlying causal mechanisms and represent a critical part of the study’s contribution.

Although there are many other examples we could offer, we will not belabor the point. Even non-experimental data—and data with pervasive endogeneity issues—can be combined with compelling theory and quasi-experimental evidence to provide a powerful tool to facilitate identification.

5.3 When Quasi-Experimental and Non-experimental Evidence Conflict

Although the combination of the two methods—and consistency in results across them—can provide credible inferences, occasionally evidence across these methods can conflict. In such cases, how should researchers resolve these conflicts? For instance, should a study offering non-experimental evidence that suffers from endogeneity issues be dismissed in favor of a study offering quasi-experimental evidence that does not suffer from such issues? In this section, we caution against always prioritizing inferences from quasi-experimental settings over non-experimental settings and dismissing the latter as “subject to endogeneity.” Seemingly conflicting evidence is often an indicator that the phenomenon being studied is deeper and more complex than one might perceive and can often yield new insights.
We use a simple example drawn from the audit literature to illustrate the potential for conflicting evidence, and the danger in dismissing inferences from any one approach when the evidence from different approaches conflicts. We show that considering either approach in isolation would provide inferences that are at best incomplete and, at worst, misleading. Throughout this example, we discuss how a combination of types of evidence is often necessary to fully understand real-world phenomena and caution against a strict preference for one type of evidence over another.

Our example relies on the notion that managers often undertake a specific action with the explicit purpose of communicating—or “signaling”—their private information. Signaling is a pervasive phenomenon in the accounting literature, which has its origins with Spence (1978). In the accounting literature, signaling has been used to explain patterns in voluntary disclosure (Trueman, 1986), accounting choices (Myers, 1989), dividend payouts (DeAngelo et al., 1996), insider stock purchases (Armstrong et al., 2021), and corporate social responsibility (Lys et al. 2015), among others. We draw our example from the literature on the signaling value of obtaining an audit (Kausar et al., 2016).

Consider the question of whether audits affect firm value. To answer this question, one might study a setting in which firms can choose to obtain an audit. In this setting, there are two conceivable channels through which audits can affect firm value (Minnis, 2011; Kausar et al., 2016). First, firms can choose to obtain an audit to signal positive private information about future cash flows to investors. We refer to this as the “signaling channel.” Second, the choice of audit can have a real effect on the level of investment and firm cash flow independent of signaling. We refer to this as the “real effects” channel (e.g., Roychowdhury et al., 2019). Panel A of Figure 14 illustrates these two channels. Theoretically, both channels would generate a positive correlation
between the audit choice and future cash flows and, as a result, a positive market reaction to the disclosure of the choice to obtain an audit.\textsuperscript{34} Notwithstanding the inherent endogeneity concerns of this non-experimental setting, or the inability to disentangle the two channels, the positive market reaction would suggest that investors revise their beliefs about firm value when the audit choice is disclosed, which is consistent with the audit choice causing changes in firm value.

As another approach to addressing this question, one might study a setting in which a regulator randomly assigns firms to “audit” and “no audit” groups, but otherwise identical to the above. This would appear to be an ideal setting to study the causal effect of audits on firm valuation. However, in this case, because the choice of whether to obtain an audit is removed, the firm cannot use the audit to signal future cash flows to investors. Consequently, in the presence of random assignment the signaling channel is eliminated and only the real effect channel remains.\textsuperscript{35} Panel B of Figure 14 illustrates this scenario. In this setting, the experiment allows us to precisely estimate the causal effect of the audit on firm value through the real effects channel but is not capable of providing inferences regarding the signaling channel.

Now, consider a circumstance in which the findings seemingly conflict across these two approaches. Suppose that in the non-experimental setting, we find that investors react positively to learning the firm will be audited, but in the experimental setting we find that investors do not react at all. In this circumstance, the estimates of the causal effect clearly conflict across the two approaches. Given this conflict, and the lack of random variation in the non-experimental

\textsuperscript{34} In a signaling equilibrium, investors rationally interpret the audit choice as a signal of the manager’s positive private information about future cash flows, which generates a positive market reaction to the choice to obtain an audit.

\textsuperscript{35} A common theme throughout the literature is that, to signal private information, the action is necessarily an endogenous choice. Consequently, as-if random variation in the action, by construction, removes the element of choice from the decision-maker and eliminates any signaling ability.
approach, it might be tempting to dismiss the causal inferences from the first approach as confounded by endogeneity. However, because the two approaches feature different causal channels, the inferences are not necessarily in conflict. It is only when the evidence from the non-experimental approach is taken in conjunction with the quasi-experimental approach—i.e., when the signaling channel is eliminated—that we learn that the relation in the former is attributable to signaling rather than real effects.

This example illustrates that if one were to simply dismiss the non-experimental evidence as confounded by endogeneity, there would be an important loss of information: we would be unaware of the existence and importance of the signaling channel. When interpreted in isolation, evidence from either approach provides an incomplete picture; it is only in comparing and contrasting evidence across the two approaches that the full picture emerges. The combination of non-experimental and quasi-experimental evidence is necessary to fully understand the underlying phenomena. As a result, we caution against a strict preference for one type of evidence (e.g., quasi-experimental) over another (e.g., non-experimental). We learn more from the combination of several studies than from each individual study in isolation. Practically speaking, when researchers try to assess how to reconcile or dismiss conflicting evidence from non-experimental and quasi-experimental settings, we recommend they consider whether there are different economic forces at work across the two settings.

6. Conclusion

We conclude with a brief summary and an important caveat regarding practical considerations for researchers interested in drawing causal inferences. Our review of the accounting literature leads us to conclude that drawing reliable causal inferences is very
challenging—and much more challenging than simply the choice of method. Reliable causal inferences require compelling economic theory, methods that make assumptions that comport with the institutional setting being studied, and a plethora of robustness tests to triangulate inferences across (often implicit) theoretical assumptions. Despite their best efforts, sometimes researchers cannot find a setting that approximates the experimental ideal and, in these cases, it is acceptable—even desirable—to provide evidence using non-experimental methods with appropriate caveats. We caution against the idea that one should restrict attention to only those causal questions for which there are settings conducive to quasi-experimental methods and we caution against dogmatic application of any method.

We caveat that although our review focuses on the methods accounting researchers use to draw causal inferences, there are at least two important practical considerations for causal inference that are outside the scope of our review. First, the choices of method and setting are irrelevant if empirical results do not replicate. Replicability is the minimum quality standard of any credible scientific work. In some sense, a poorly executed study that is replicable provides more information, and a greater building block for future work, than a seemingly well-executed study that is not replicable. Angrist and Pischke (2010) refer to the use of quasi-experiments as a “credibility revolution” in causal inference. However, this revolution is incomplete without an emphasis on the importance of replicability (Hail et al., 2019).

Second, throughout our review, we have encouraged transparent reporting of results across multiple specifications, settings, and methods. In making these recommendations, we assume researchers, reviewers, and editors are just as satisfied with reporting null results as with reporting positive results: that the incentives for transparency are greater than the incentives for selective reporting. However, many scholars have noted that this view does not seem to describe the norms
of academic research (Brodeur et al., 2016; Ohlson, 2018). Several studies in statistics (Gelman and Loken, 2014, 2017), psychology (Simmons et al., 2011), the sciences (Smaldino and McElreath, 2016), and economics (Brodeur et al. 2020) have documented how researchers’ incentives can distort causal inferences—either through selective reporting or ex post justification of research design choices. Although these are not easy issues to tackle, and are beyond the scope of our review, they are important issues to keep in mind when seeking to draw causal inferences from reported results.
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Appendix. Fixed Effects and Omitted Variable Bias

We consider a circumstance where a researcher is interested in estimating a regression of an outcome variable ($Y$) on an independent variable of interest ($X$), but is concerned about the existence of an unknown correlated omitted variable ($Z$). We assume the researcher does not know the true data generating process for any of these variables, and that because the omitted variable is unknown to the researcher it cannot be included in the regression—precluding the “specific identification” approach discussed in Section 3.1.

We further assume the unknown correlated omitted variable varies within-group. We solve for the omitted variable bias when group fixed effects are excluded from the regression model, and compare to the bias when group fixed effects are included in the regression. We show the omitted variable bias is larger in the latter, and that the bias is increasing in the percentage of variation in the independent variable that is absorbed by firm fixed effects.

Assume the true data generating process (unknown to the researcher) is given by:

$$Y_{i,t} = \beta X_{i,t} + \theta Z_{i,t}$$  \hspace{1cm} (A1)

where $i$ indexes firms and $t$ indexes years, and throughout our analysis we assume all variables are mean-zero and normally distributed, i.i.d. We assume the variable of interest, $X_{i,t}$, has two components: a random within-firm component, $x_{i,t}$, and a firm-fixed effect component, $F_i$:

$$X_{i,t} = x_{i,t} + F_i.$$  \hspace{1cm} (A2)

The unknown correlated omitted variable $Z_{i,t}$ also has two components. The first component is correlated with the within-firm component in the independent variable of interest, $\rho x_{i,t}$. The second component is uncorrelated with the independent variable of interest, $z_{i,t}$:

$$Z_{i,t} = \rho x_{i,t} + z_{i,t}.$$  \hspace{1cm} (A3)

Now suppose the researcher estimates two regressions: a regression of $Y_{i,t}$ on $X_{i,t}$ excluding firm effects, and a regression of $Y_{i,t}$ on $X_{i,t}$ including firm fixed effects. Let $\beta_{\text{NOFE}}$ ($\beta_{\text{FE}}$) denote the slope coefficient in the former (latter) regression. Solving for the respective slope coefficients yields:

$$\beta_{\text{NOFE}} = \frac{\text{cov}(Y_{i,t}, X_{i,t})}{\text{var}(X_{i,t})} = \beta + \theta\frac{\text{cov}(Z_{i,t}, X_{i,t})}{\text{var}(x_{i,t})} = \beta + \theta \rho \frac{\text{var}(x_{i,t})}{\text{var}(x_{i,t}) + \text{var}(F_i)}$$  \hspace{1cm} (A4)

and

$$\beta_{\text{FE}} = \frac{\text{cov}(Y_{i,t}, X_{i,t})}{\text{var}(x_{i,t})} = \beta + \theta\frac{\text{cov}(Z_{i,t}, X_{i,t})}{\text{var}(x_{i,t})} = \beta + \theta \rho.$$  \hspace{1cm} (A5)
Equation (A4) shows that the magnitude of the bias when fixed effects are excluded from the regression is given by $|\theta \rho| \frac{\text{var}(x_{it})}{\text{var}(x_{it})+\text{var}(F_i)}$. The latter term in this expression represents the percentage of variation in the independent variable, $X_{it}$, that is attributable to $x_{it}$, and correlated with the omitted variable. As $x_{it}$ becomes a proportionately smaller component of $X_{it}$, the omitted variable bias decreases.

Equation (A5) shows that the magnitude of the bias when fixed effects are included in the regression is simply $|\theta \rho|$. The intuition for this result, is that the inclusion of firm fixed effects in the regression, removes the influence of $F_i$, and isolates only the within-firm variation in $X_{it}$ stemming from $x_{it}$. In this setting, $x_{it}$ is the portion on the independent variable that is correlated with the omitted variable.

To analyze which specification has larger bias, we can express the difference in magnitude of the omitted variable bias between $\beta^{FE}$ and $\beta^{NoFE}$ as:

$$\Delta = |\theta \rho| - |\theta \rho| \frac{\text{var}(x_{it})}{\text{var}(x_{it})+\text{var}(F_i)} = |\theta \rho| \frac{\text{var}(F_i)}{\text{var}(x_{it})} > 0.$$  

(A6)

We make three points based on the preceding analysis:

(1) Similar to the classic omitted variable bias described in Section 3.1, in either regression model, the magnitude of the omitted variable bias increases in the magnitude of $\theta$ and $\rho$. The stronger the correlation between the omitted variable ($Z_{it}$) and either the outcome variable ($Y_{it}$) or the independent variable of interest ($X_{it}$), the greater will be the magnitude of the omitted variable bias.

(2) The magnitude of the omitted variable bias is greater in the fixed effect specification. That is, $\Delta > 0$ because both $|\theta \rho|$ and $\frac{\text{var}(F_i)}{\text{var}(x_{it})}$ are strictly positive.

(3) The difference in magnitude of the omitted variable bias between $\beta^{FE}$ and $\beta^{NoFE}$ is increasing in the fraction of variation in the independent variable that is attributable to fixed effects. To see this, note that $\Delta$ is increasing in $\frac{\text{var}(F_i)}{\text{var}(x_{it})}$, where the latter term represents the fraction of variation in $X_{it}$ that is attributable to $F_i$, and is bounded between 0 and 1.
Figure 1. Trends in Percentage of Papers Using Quasi-Experimental Methods

Panel A. Automated Approach

Panel B. Manual Approach

This figure plots trends in the percentage of papers using quasi-experimental methods using our automated approach in Panel A and our manual approach in Panel B. We plot separate trends for papers published in the JAE, JAR and TAR, as well as all three journals combined.
This figure illustrates the empirical design in our sample of papers using quasi-experimental methods classified using the manual approach.
Panel A of this figure illustrates the settings used in the sample of papers in Figure 2. Among the sample of papers using “Regulatory” settings in Panel A, Panel B illustrates the types of regulations that were used.
This figure plots the percentage of the top five most-cited empirical papers according to Clarivate Analytics Journal Citation Reports among our sample of papers. The blue line in Panel A (B) presents results using the automated (manual) approach to classifying papers. The orange line plots an expected percentage of highly cited papers using quasi-experimental methods, based on the proportion of all papers using quasi-experimental methods every year (e.g., if 25% of empirical papers in 2016 are classified as quasi-experimental, then we expect 4 highly cited papers in 2016 to be classified as such (25% x 3 journals x 5 papers).
Figure 5. Tradeoff Between Novel Ideas and the Evidentiary Standard

This figure illustrates the tradeoff between new ideas (i.e., theory innovation) and the evidentiary standard. Novel ideas for which the theory is not yet well developed typically only allow for tests where the evidentiary standard is relatively low (i.e., upper-left quadrant). In contrast, ideas that have well-developed theories allow for much stronger tests where the evidentiary standard is relatively high (i.e., lower-right quadrant).
Figure 6. Examples of Spurious Correlations

Panel A. Suicides by Hanging and US spending on science

Panel B. Drowning Deaths and Number of Films with Nicolas Cage

Panel C. Age of Miss America and Number of Murders by Hot Liquid
This figure shows the correlation between (i) suicides by hanging and U.S. spending on science; (ii) annual number of people who drowned and number of films Nicolas Cage appeared in; (iii) the age of Miss America beauty pageant winner and the number of people murdered by hot liquid, and (iv) the number of doctorates in civil engineering and the consumption of mozzarella cheese. Source: www.tylervigen.com/spurious-correlations.
Figure 7. Parallel Trends Assumption

Panel A. Parallel Trends

Panel B. Violation of Parallel Trends

This figure provides a visual representation of the parallel trends assumption. Each panel plots average values of the outcome $y$ over time separately for treatment and control groups.
This figure provides a visual representation of the parallel trends assumption for the average values of the outcome $y$ over time for the difference between treatment and control groups.
This figure illustrates diagnostic parallel trends plots for our example discussed in Section 4.2 in which treatment occurs in the year 2000 and 1999 is chosen as the benchmark period, with separate coefficients for: (i) all years before 1997, (ii) 1997, (iii) 1998, (iv) 1999 (which will be 0 by construction), (v) 2000, (vi) 2001, (vii) 2002, and (viii) all years after 2002.
This figure illustrates diagnostic parallel trends in voluntary disclosure ($VolDisc$) for staggered adoption of workplace smoking laws presented in Panel A of Table 1. $t = 0$ is the year the law became effective, and $t = -1$ and $-2$ is the two-year anticipation period. We set the benchmark period to $t = -3$. Created using the Eventdd Stata package.
This figure adapts the scientific process as illustrated in Figure 2-10 from Campbell, Williamson and Hayden (2009).
Figure 12. Abduction vs. Treatment Effects

Panel A. Abductive Approach

Panel B. Treatment Effects Approach

This figure seeks to illustrate the distinction between what Heckman and Singer (2017) refer to as the “abductive” and “treatment effects” approaches discussed in Section 5.1.
This figure presents a hypothetical causal diagram that illustrates the causal path between X and Y discussed in Section 5.2. Each letter represents a distinct theoretical construct. In our example, X and Y are observable and A and B are not.
This figure illustrates two channels through which audits can affect firm value. Panel A shows the channels at work in the non-experimental setting discussed in Section 5.3, and Panel B shows the channels at work in the experimental setting discussed in 5.3.
Table 1. Ad Hoc Quasi-Experiments

This table presents results from a generalized difference-in-differences estimation using staggered state adoption of workplace smoking laws and gun waiting laws respectively (see Gao et al., 2020 and Edwards et al., 2018, for data on these laws). \( VolDisc \) is the number of management forecasts issued during the respective year. Each column includes untabulated \( \text{Firm, Industry x State, and Industry x Year} \) fixed effects. Sample of 56,516 firm-years from 1996 to 2008 for workplace smoking laws; and 108,381 firm-years from 1995 to 2017 for gun laws. Industries are defined using two-digit SIC codes. \( t \)-statistics appear in parentheses and are clustered by firm. *, **, *** indicate statistical significance (two-sided) at the 0.1, 0.05, and 0.01 levels, respectively.

### Panel A. Staggered Adoption of Workplace Smoking Laws

<table>
<thead>
<tr>
<th>Variable</th>
<th>( VolDisc )</th>
<th>( (1) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoking Law, ( t )</td>
<td>-0.48**</td>
<td>(-2.52)</td>
</tr>
<tr>
<td>Firm Fixed Effects</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Industry x State Fixed Effects</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Industry x Year Fixed Effects</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Adj R(^2)</td>
<td>51.8</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>56,516</td>
<td></td>
</tr>
</tbody>
</table>

### Panel B. Staggered Adoption of State Gun Laws

<table>
<thead>
<tr>
<th>Variable</th>
<th>( VolDisc )</th>
<th>( (1) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gun Law, ( t )</td>
<td>-0.06***</td>
<td>(-2.78)</td>
</tr>
<tr>
<td>Firm Fixed Effects</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Industry x State Fixed Effects</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Industry x Year Fixed Effects</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Adj R(^2)</td>
<td>60.2</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>108,381</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Simulated Economy: The Relation between Innovation and Cash Flows

This table presents results from regression estimates using the data from the simulated economy described in Section 4.1.2. For purposes of simulation, we set $\mu = 0$, $\sigma^2 = 1$, and $c = 1$. $Post$ equals one in period $t = 3$, and zero otherwise. $Treat$ equals one for Type B firms, and zero otherwise. $Firm$ and $Period$ fixed effects are included in column (3) and subsume the $Post$ and $Treat$ main effects. We present average values of the coefficients for 1,000 iterations of the simulation, and average $p$-values based on standard errors clustered by firm.

<table>
<thead>
<tr>
<th>Dependent Variable:</th>
<th>Cash Flow</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Research Design:</td>
<td>Pre-Post</td>
<td>Classic DiD</td>
<td>Generalized DiD</td>
<td></td>
</tr>
<tr>
<td>Variable</td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td></td>
</tr>
<tr>
<td>$Post$</td>
<td>Avg coef.</td>
<td>$-1.00$</td>
<td>$0.50$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Avg p-value</td>
<td>$&lt;0.01$</td>
<td>$&lt;0.01$</td>
<td>$&lt;0.01$</td>
</tr>
<tr>
<td>$Treat$</td>
<td>Avg coef.</td>
<td>$-$</td>
<td>$-0.50$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Avg p-value</td>
<td>$-$</td>
<td>$&lt;0.01$</td>
<td>$-$</td>
</tr>
<tr>
<td>$Treat \times Post$</td>
<td>Avg coef.</td>
<td>$-$</td>
<td>$-1.50$</td>
<td>$-1.50$</td>
</tr>
<tr>
<td></td>
<td>Avg p-value</td>
<td>$-$</td>
<td>$&lt;0.01$</td>
<td>$&lt;0.01$</td>
</tr>
<tr>
<td>Firm Fixed Effects</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Period Fixed Effects</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>1,500</td>
<td>3,000</td>
<td>3,000</td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Triangulation Using Alternative Fixed Effect Structures

This table presents results from repeating the analysis in Table 1 using three alternative fixed effect structures. Column (1) repeats the estimate in Table 1 and includes untabulated Firm, Industry x State, and Industry x Year fixed effects. Column (2) includes untabulated Firm, Industry, State, and Year fixed effects. Column (3) includes untabulated Firm, State, and Year fixed effects. Column (4) includes untabulated State and Year fixed effects. Sample of 56,516 firm-years from 1996 to 2008 for workplace smoking laws; and 108,381 firm-years from 1995 to 2017 for gun laws. Industries are defined using two-digit SIC codes. % variation absorbed by fixed effects is the adjusted $R^2$ from a regression of the independent variable on the respective fixed effects. $t$-statistics appear in parentheses and are clustered by firm. *, **, *** indicate statistical significance (two-sided) at the 0.1, 0.05, and 0.01 levels, respectively.

### Panel A. Staggered Adoption of Workplace Smoking Laws

<table>
<thead>
<tr>
<th>Variable</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoking Law $t$</td>
<td>$-0.48^{**}$</td>
<td>$-0.35^{*}$</td>
<td>$-0.34^{*}$</td>
<td>$-0.26$</td>
</tr>
<tr>
<td></td>
<td>(-2.52)</td>
<td>(-1.87)</td>
<td>(-1.81)</td>
<td>(-1.42)</td>
</tr>
<tr>
<td>Firm Fixed Effects</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Industry x State Fixed Effects</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Industry x Year Fixed Effects</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Industry Fixed Effects</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>State Fixed Effects</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Year Fixed Effects</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Adj $R^2$</td>
<td>51.8</td>
<td>49.2</td>
<td>49.1</td>
<td>13.1</td>
</tr>
<tr>
<td>N</td>
<td>56,516</td>
<td>56,516</td>
<td>108,381</td>
<td>108,381</td>
</tr>
<tr>
<td>% variation in Smoking Law absorbed by fixed effects</td>
<td>57.0</td>
<td>55.7</td>
<td>55.5</td>
<td>48.1</td>
</tr>
</tbody>
</table>

### Panel B. Staggered Adoption of State Gun Laws

<table>
<thead>
<tr>
<th>Variable</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gun Law $t$</td>
<td>$-0.06^{***}$</td>
<td>$-0.02$</td>
<td>$-0.02$</td>
<td>$-0.01$</td>
</tr>
<tr>
<td></td>
<td>(-2.78)</td>
<td>(-0.89)</td>
<td>(-0.85)</td>
<td>(-0.28)</td>
</tr>
<tr>
<td>Firm Fixed Effects</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Industry x State Fixed Effects</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Industry x Year Fixed Effects</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Industry Fixed Effects</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>State Fixed Effects</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Year Fixed Effects</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Adj $R^2$</td>
<td>60.2</td>
<td>57.43</td>
<td>57.37</td>
<td>13.4</td>
</tr>
<tr>
<td>% variation in Gun Law absorbed by fixed effects</td>
<td>90.4</td>
<td>89.6</td>
<td>89.6</td>
<td>85.4</td>
</tr>
</tbody>
</table>
This table summarize the results from the fixed effect regressions reported in Armstrong et al. (2019) and assesses their sensitivity to multicollinearity. Panel A reproduces the results from five fixed effect specifications reported in Table 4 of Armstrong et al. (2019). The dependent variable is R&D expense ($RiskyInvest_{t+1}$) and the independent variable is the CEO’s combined federal and state marginal tax rate ($ManagerRate_t$). We reproduce the results from Armstrong et al. (2019) in each column, and additionally report the amount of variation in the independent variable of interest that is absorbed by the respective fixed effect structure, and variance inflation factor. Panel B reports results from reproducing the results in Armstrong et al. (2019) after dropping ten observations. % variation absorbed by fixed effects is the adjusted R² from a regression of the independent variable on the respective fixed effects, and VIF is the variance inflation factor for the independent variable of interest. $t$-statistics appear in parentheses and are clustered by firm. *, **, *** indicate statistical significance (two-sided) at the 0.1, 0.05, and 0.01 levels, respectively.

### Panel A. Determining Potentially Problematic Fixed Effects

<table>
<thead>
<tr>
<th>Variable</th>
<th>Year effects</th>
<th>Year, State, effects</th>
<th>Year, State, Firm, effects</th>
<th>Year, State, Firm, Manager effects</th>
<th>Year, State, Firm, Manager effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>ManagerRate&lt;sub&gt;t&lt;/sub&gt;</td>
<td>0.203***</td>
<td>0.254***</td>
<td>0.347***</td>
<td>0.237***</td>
<td>0.290***</td>
</tr>
<tr>
<td>Controls</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Year Fixed Effects</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>State Fixed Effects</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Firm Fixed Effects</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Manager Fixed Effects</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Industry x Year Fixed Effects</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>Yes</td>
</tr>
<tr>
<td>N</td>
<td>16,490</td>
<td>16,489</td>
<td>16,231</td>
<td>15,461</td>
<td>15,324</td>
</tr>
<tr>
<td>% variation in ManagerRate&lt;sub&gt;t&lt;/sub&gt;, absorbed by fixed effects</td>
<td>55.7</td>
<td>98.8</td>
<td>98.9</td>
<td>99.2</td>
<td>99.2</td>
</tr>
<tr>
<td>VIF</td>
<td>5.45</td>
<td>98.26</td>
<td>121.79</td>
<td>176.84</td>
<td>197.4</td>
</tr>
</tbody>
</table>
Table 4. Fixed Effect Regressions & Multicollinearity: Application to Armstrong et al. (2019) (cont’d)

Panel B. Consequence of Problematic Fixed Effect Specifications: Fragile Results

<table>
<thead>
<tr>
<th>Dependent Variable: RiskyInvest_{t+1}</th>
<th>Year effects</th>
<th>Year, State, effects</th>
<th>Year, State, Firm, effects</th>
<th>Year, State, Firm, Manager effects</th>
<th>Industry-Year, State, Firm, Manager effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
</tr>
<tr>
<td>ManagerRate_{t}</td>
<td>0.18***</td>
<td>-0.01</td>
<td>0.11</td>
<td>0.03</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>(2.54)</td>
<td>(-0.08)</td>
<td>(1.18)</td>
<td>(0.21)</td>
<td>(0.57)</td>
</tr>
<tr>
<td>Controls</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Year Fixed Effects</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>State Fixed Effects</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Firm Fixed Effects</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Manager Fixed Effects</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Industry x Year Fixed Effects</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>Yes</td>
</tr>
<tr>
<td>N</td>
<td>16,480</td>
<td>16,479</td>
<td>16,221</td>
<td>15,451</td>
<td>15,314</td>
</tr>
</tbody>
</table>

**Note:** The table presents fixed effect regressions with different specifications for multicollinearity. The dependent variable is RiskyInvest_{t+1}. The table includes columns for Year effects, Year, State, effects, Year, State, Firm, effects, Year, State, Firm, Manager effects, and Industry-Year, State, Firm, Manager effects. The table also includes controls for yes or no, and the number of observations (N) ranges from 16,480 to 15,314.
Table 5. Triangulation Using Alternative Measures of Voluntary Disclosure

This table presents results from repeating the analysis in Table 1 using two alternative measures of voluntary disclosure, the number of 8-K filings during the year (excluding Item 2.02, Results of Operations) and the number of firm-initiated press releases during the year. See Guay et al. (2016) and He and Plumlee (2020). Column (1) repeats the estimate in Table 1, columns (2) and (3) present results for the alternative measures of voluntary disclosure. Each column includes untabulated Firm, Industry x State, and Industry x Year fixed effects. Sample of 56,516 firm-years from 1996 to 2008 for workplace smoking laws; and 108,381 firm-years from 1995 to 2017 for gun laws. Data on press releases begins in 2004. Industries are defined using two-digit SIC codes. * , ** , *** indicate statistical significance (two-sided) at the 0.1, 0.05, and 0.01 levels, respectively.

### Panel A. Staggered Adoption of Workplace Smoking Laws

<table>
<thead>
<tr>
<th>Dependent Variable:</th>
<th>Table 1 results</th>
<th>Alt. Measure</th>
<th>Alt. Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
<td>VolDisc = Number of Management Forecasts</td>
<td>VolDisc = Number of 8-K Filings</td>
<td>VolDisc = Number of Firm-Initiated Press Releases</td>
</tr>
<tr>
<td>Smoking Law$_{it}$</td>
<td>-0.48**(-2.52)</td>
<td>-0.05(-0.33)</td>
<td>-0.25(-0.60)</td>
</tr>
<tr>
<td>Firm Fixed Effects</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Industry x State Fixed Effects</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Industry x Year Fixed Effects</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Adj R$^2$</td>
<td>51.8</td>
<td>58.38</td>
<td>91.07</td>
</tr>
<tr>
<td>N</td>
<td>56,516</td>
<td>56,516</td>
<td>19,477</td>
</tr>
</tbody>
</table>

### Panel B. Staggered Adoption of State Gun Laws

<table>
<thead>
<tr>
<th>Dependent Variable:</th>
<th>Table 1 results</th>
<th>Alt. Measure</th>
<th>Alt. Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
<td>VolDisc = Number of Management Forecasts</td>
<td>VolDisc = Number of 8-K Filings</td>
<td>VolDisc = Number of Firm-Initiated Press Releases</td>
</tr>
<tr>
<td>Gun Law$_{it}$</td>
<td>-0.06***(-2.78)</td>
<td>-0.02(-1.53)</td>
<td>0.91(1.32)</td>
</tr>
<tr>
<td>Firm Fixed Effects</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Industry x State Fixed Effects</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Industry x Year Fixed Effects</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Adj R$^2$</td>
<td>60.2</td>
<td>56.96</td>
<td>78.89</td>
</tr>
<tr>
<td>N</td>
<td>108,381</td>
<td>108,381</td>
<td>57,300</td>
</tr>
</tbody>
</table>